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Fabric Management

GigaVUE-FM—also called GigaVUE® Fabric Manager—provides overall management for
small or large Visibility Platform deployments. This section describes how to set up and use
GigaVUE-FM, and reviews a broad range of management and configuration options.

Learn about:

 how GigaVUE-FM presents a centralized fabric management platform (GigaVUE-FM,
GigaVUE Nodes and Clusters)

¢ how the Core Intelligence provided by GigaVUE-OS and managed through GigaVUE-FM
can be used to optimize your network traffic flow (Traffic Filtering )

* how to configure GigaSMART® operations to provide network visibility and increase the
efficiency of network monitoring, security, and performance tools. (GCigaSMART®)

* how to identify and monitor application usage and filter traffic accordingly (Application
Intelligence)

* how the Gigamon Visibility and Analytics Fabric is made possible through GigaVUE-FM
(Fabric Maps)

» how to view the reporting options that GigaVUE-FM offers for the whole fabric
(Dashboard)

e how to deploy GigaVUE Cloud Suite solutions (Virtual and Cloud Environments)

NoTE: Refer to the GigaVUE-FM Installation and Upgrade Guide to get GigaVUE-FM
installed and running in your network environment. Then, turn to later chapters for
information on using product features.

GigaVUE-FM

GigaVUE Fabric Manager is a web-based fabric management interface that provides high-
level visibility and management of both the physical and virtual traffic visibility nodes that
form the Gigamon Traffic Visibility Fabric™. GigaVUE-FM can manage the following types of
traffic visibility nodes:

« Physical GigaVUE Nodes - GigaVUE-FM manages GigaVUE G Series, TA Series, and
H Series nodes, allowing for a unified workspace, while also providing an easy-to-use
wizard-based approach for configuring Flow Mapping®® and GigaSMART® traffic
policies. For a list of GigaVUE G Series, TA Series, and H Series nodes supported for
management in this release, refer to Supported Nodes .

« Virtual GigaVUE Nodes - GigaVUE-FM also extends the GigaVUE feature set into the
virtual space by allowing for the discovery, configuration, and management of the new

Fabric Management 14
GigaVUE-FM
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GigaVUE-VM virtual traffic visibility node. GigaVUE-VM provides powerful Flow
Mapping® technology for the traffic flowing between virtual machines, allowing you to
distribute cloud-based traffic to physical tool ports in the visibility fabric.
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Figure1 GigaVUE-FM Overview

Topics
= Supported Nodes
« GigaVUE-FM Features and Benefits
« Get Started with GigaVUE-FM
« Dashboard

Supported Nodes

GigaVUE-FM provides supports the following GigaVUE Nodes

e TA Series
e H Series

NoOTE: After upgrading to software version 5.15, GigaVUE-FM will no longer support to
manage GigaVUE G Series Nodes and all the existing GigaVUE G Series Nodes in
GigaVUE-FM will be removed.

GigaVUE-FM provides support for GigaVUE TA Series, and H Series nodes through the
administration of physical nodes (Device Management and Configuration Management)
feature.

Topics:
» Device Management
» Configuration Management
» How to enable Web Server for Node Management

Fabric Management 15
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Device Management

During the initial start up of GigaVUE-FM, it performs a discovery on GigaVUE H Series and

TA Series nodes listed in the table below:

Table 1: GigaVUE-FM Managed GigaVVUE Nodes and Software Versions

GigaVUE Series

Supported Releases for GigaVUE-FM Management

GigaVUE
H Series Nodes

e GigaVUE-HCI
e GigaVUE-HC2
o

v5.4.xx, 5.5.xX, 5.6.XX, V5.7 .xX, v5.8.xX, v5.9.xX, v5.10.xX, v5.11.xX,
v5.12.xX, v5.13.xX, v5.14.xX, v5.15.xX, v5.16.xX, v6.0.XX,

GigaVUE-HC3
CCv2
GigaVUE-HC3 v5.4.xx, 5.5.xX, 5.6.xX, V5.7 .xX, v5.8.xX, v5.9.xX, v5.10.xX, v5.11.xX,
CCvi v5.12.xX, V5.13.xX, V5.14.xX, v5.15.xX, v5.16.XX
GigaVUE-HCI- Vv6.0.XX,
Plus

e GigaVUE-HD4%
e GigaVUE-HDS8

Vv5.4.xX, v5.5.xX

GigaVUE-HBI

Vv5.4.xx

GigaVUE
TA Series Nodes

e GigaVUE-TAIO
e GigaVUE-TA40

v5.4.xx, 5.5.xX, 5.6.XX, V5.7 .xX, v5.8.xX, v5.9.xX, v5.10.xX, v5.11.xX,
v5.12.xX, v5.13.xX, V5.14.xX, v5.15.xX, v5.16.xX, v6.0.XX,

GigaVUE-TA25

v5.10.xx, v5.11.xx, v5.12.xX, v5.13.xX, V5.14.XX, V5.15.XX, v5.16.xX, v6.0.XX,

e GigaVUE-TAIO0
e GigaVUE-
TA200

v5.4.xx, 5.5.xX, 5.6.xX, V5.7 .xX, v5.8.xX, v5.9.xX, v5.10.xX, v5.11.xX,
v5.12.xX, v5.13.xX, v5.14.xX, v5.15.xX, v5.16.xX, v6.0.XX,

GigaVUE-TAI100-
CXP

v5.4.xx, 5.5.xX, 5.6.xX, V5.7 .xX, v5.8.xX, v5.9.xX, v5.10.xX, V5.11.xX,
v5.12.xx, v5.13.xx

GigaVUE-TA400

v5.16.xx, v6.0.XX,

NoTE: Although GigaVUE-FM may recognize earlier versions of GigaVUE-TAT and
H Series nodes, the versions listed in the above table are the officially supported
versions. Earlier versions are not managed by GigaVUE-FM.

Configuration Management

GigaVUE-FM allows you to perform configuration tasks on GigaVUE H Series and TA Series
nodes only. It supports the versions listed in the following table:

Fabric Management
GigaVUE-FM
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Table 2: GigaVUE-FM Managed GigaVUE Nodes and Software Versions

GigaVUE Series Supported Releases for GigaVUE-FM Management

G ig aVUE e GigaVUE-HCI Vv5.4.xX, 5.5.x%, 5.6.xX, V5.7.xX, v5.8.xX, v5.9.xx, v5.10.xx, V5.11.XX,

. e GigaVUE-HC2 V5.12.XX, V5.13.XX, V5.14.XX, V5.15.XX, v5.16.XX, v6.0.XX,
H Series Nodes

GigaVUE-HC3
CCv2
GigaVUE-HC3 v5.4.xx, 5.5.xX, 5.6.xX, V5.7 .xX, v5.8.xX, v5.9.xX, v5.10.xX, v5.11.xX,
CCvl v5.12.xX, v5.13.xX, V5.14.xX, v5.15.xX, v5.16.xX
GigaVUE-HCI- Vv6.0.XX,
Plus

e GigaVUE-HD4 V5.4 XX, V5.5.Xx
e GigaVUE-HDS8
GigaVUE-HBI Vv5.4.xX

G ig aVUE e GigaVUE-TAIO v5.4.xX, 5.5.xX, 5.6.xX, V5.7 .xx, v5.8.xX, v5.9.xX, v5.10.xX, V5.11.XX,
. e GigaVUE-TA40 | VO.12.XX, V5.13.XX, V5.14.XX, V5.15.XX, v5.16.XX, v6.0.XX,
TA Series Nodes

GigaVUE-TA25 v5.10.xx, V5.11.xx, v5.12.xX, V5.13.xX, V5.14.XX, v5.15.XX, v5.16.xX, v6.0.XX,
e GigaVUE-TAI00 | v5.4.xx, 5.5.xX, 5.6.xX, V5.7.xX, v5.8.xX, v5.9.xX, v5.10.xX, V5.11.XX,
e GigaVUE- v5.12.xX, v5.13.xX, v5.14.xX, v5.15.xX, v5.16.xX, v6.0.XX,
TA200
GigaVUE-TAT00- Vv5.4.xX, 5.5.xX, 5.6.xX, V5.7 .xx, v5.8.xX, v5.9.xX, v5.10.xX, v5.11.XX,
CXP v5.12.xX, v5.13.xX

GigaVUE-TA400 v5.16.xx, v6.0.XX,

How to enable Web Server for Node Management

GigaVUE-FM can only discover and manage nodes with their web servers enabled and
operating on the default HTTP port of 80. The request from Port 80 is immediately
redirected to port 443 (HTTPS) for secure connections over SSL.

GigaVUE-FM Features and Benefits

The GigaVUE-FM is a web-based management interface that provides unified access,
centralized administration, and high-level visibility for all GigaVUE traffic visibility nodes in
the enterprise or data center, allowing a global perspective which is not possible from
individual nodes.

The following table summarizes the major benefits of GigaVUE-FM:

Fabric Management 17
GigaVUE-FM



GigaVUE Fabric Management Guide

Table 3: Features and Benefits of GigaVUE-FM

Benefit Descriptions

Centralized Provides centralized management, monitoring, and configuration of the physical and
Management virtual traffic policies for the Visibility Fabric, allowing administrators to map and direct
and Control network traffic to the tools and analytics infrastructure.
Programmable REST APIs that can be used by the traffic monitoring or IT operations management tools
APIs for to perform various tasks, such as
Software « Improve security through better network detection, reaction, and
Defined . . .
visibility response by automating NetFlow generation and SSL decryption so
that current security appliances are not overtaxed when performing
deep packet inspection.
« Program the Visibility Fabric flow maps when security threats are
detected.
« Discover the Visibility Fabric nodes for inventory and status
collection.
« Performing common tasks, such as provisioning and ticketing of
network port configurations.
« Programmatically create, update, or delete port properties, including
port-type, admin state, speed, and others.
« Programmatically create, update, or delete traffic maps and
GigaSMART operations.
Fabric-wide Summarized and customizable dashboards for inventory, node or cluster status, events,
reporting audit trail, and Top-N/Bottom-N port/map usage with options to export and schedule
HTML or PDF reports for off-line viewing.
Advanced Proactively monitor and troubleshoot hot spots in your Visibility Fabric:
Monitoring «  Top-N, Bottom-N Network/Tool Port and Map usage widgets in the
dashboard
« Global search across the Visibility Fabric for quick access to
monitoring hot spots
« Audit trail of user operations for enterprise security compliance
« Historical trend analysis (1 hour, 1 day, 1 week, 1 month) for port and
traffic policies
« Quick Views for easy access to Visibility Fabric details (node, port,
traffic policies)
Scheduling Initiates version updates to one or many fabric nodes to streamline software rollouts in an
capabilities automated fashion.
Backup and Supports configuration backup and restore across multiple visibility nodes to quickly back-
Restore out changes if required due to errors or change control requirements.
Capabilities ] . ] T ] ]
NOTE: Restoration of backed up configuration fails in G-Series. Alternatively you can
download the file from GigaVUE-FM and use the GigVUE-OS-CLI to restore the
configuration.
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Benefit Descriptions

Improved
Operational
Efficiencies

Minimizes resources required to configure, manage, and monitor multiple visibility nodes:

» Create/Update/Delete port properties including port-type, admin state, speed, and
others

» Create/Update/Delete traffic maps and GigaSMART operations

Near-Real Time
Config Status

Provides Near-Real Time (NRT) status of the following:
« Configuration changes performed using GigaVUE-FM APIs: Immediately reflected in
the GigaVUE-FM GUI.

» State changes occurring in the device (for example, oper up/down changes
happening in the device): Immediately reflected in the GigaVUE-FM GUI.

« Configuration changes made in the devices (for example, attributes such as 'alias'
changed by the user in the device through CLI or API): Cet reflected in
GigaVUE-FM only after the next config sync cycle, which could be few minutes.

E Note

You must enable SNMP traps in GigaVUE-FM for the NRT status updates to
get reflected. However, SNMP traps are enabled by default in GigaVUE-FM.
Refer to the "SNMP Traps" section in the GigaVUE Administration Guide for
more details.

= To avoid flooding of alarms, devices implement SNMP throttling. Refer to
the "SNMP Throttling" section in the GigaVUE Administration Guide.

Scalability

Provides a reliable and stable environment for managing a large number of physical
devices without any impact to the performance.

« Vertical Scale: Allows GigaVUE-FM to manage approximately 1000 Nodes.

o Horizontal Scale: Allows GigaVUE-FM to manage approximately 3000 Nodes.
Horizontal scale support is applicable only in GigaVUE-FM High Availability mode.
Horizontal scale support involves service distribution to the standby nodes.

Get Started with GigaVUE-FM

This section provi

des an overview of the GigaVUE-FM interface. It also provides information

about table customization and search features available in GigaVUE-FM.

It includes the fol

lowing major sections:

« LogInto GigaVUE-FM
«» Log Out of GigaVUE-FM
» GigaVUE-FM Homepage

« Configure a Custom Banner

« Quick Views
« Returntoth

e Dashboard

= Table View Customization
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= Notifications Panel
» How to Add the GigaVUE-FM Instance Name
= How to Search in GigaVUE-FM

Log In to GigaVUE-FM

The GigaVUE-FM login page provides information about the security policy login banner
beside the username and password fields. The login banner is customizable. For more
information about configuring a custom banner, refer to Configure a Custom Banner.

GigaVUE-FM is preconfigured with one user with the fm_super_admin role assigned
(username - admin, password - adminl123All). The default password (admin123A!!l on the
admin account must be changed to a non-default password (as it is no longer allowed to
have the default password).

E o |f GigaVUE-FM is deployed inside AWS or OpenStack then, use the Instance ID as
the default password.

» If you try to access the GigaVUE-FM internal page URLs (for example Port page
<fmipaddress>/app/#/node/10.115.32.12/ports/ports) without logging in to
GigaVUE-FM, then after logging in, you will be redirected to the Dashboard page
and not the specific page that you tried to access.

Log Out of GigaVUE-FM

To log out of GigaVUE-FM, click on the user-profile drop-down ) icon on the top right of

GigaVUE-FM GUI and select Logout.

NoTE: You will be automatically logged out of GigaVUE-FM after a period of inactivity
(based on the auto-logout time configured). To configure the auto-logout time, refer
to the "Preferences" section in the GigaVUE Administration Guide.

GigaVUE-FM Homepage

When you first login to GigaVUE-FM, the Dashboard - Physical & Virtual page is displayed by

default as shown in the following figure.
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Top Navigation @ Physical & Virtual
Bar
(Al Profile: [ Default ~ Add Widget
< AUDIT LOGS @ EVENTS # | STATUS SUMMARY: PORT LINKS ®
1Day . 1Day . Port Type = Total Up Down Di. @
Circ.. 60 59 - 1 -
Hocis. 16 16
By 7 7
Left Navigation M. 16 4 - 12
Pane <& Infin.. 20 20
4_ »
Success @Failure @criical Gviajor  inor @ino
STATUS SUMMARY: UNHEALTHY MAPS @ | HIGHEST TRAFFIC: PHYSICAL MAPS #  HIGHEST TRAFFIC: TOOL PORTS o
Cluster Map Alias Status @ 1Day . 1 Hour .
IO} 7777777 Map-pass-all-Clu.. /A Giga Stream ..
Node Map Alias Traffic (Mb... @ Clusterl.. HostNa.. PortID Port Alias = Tr... @
7777777 FmAuto-Fabric-..  /\ Giga Stream ... N -
1o} ST-Infra2-TA40-4  xena-connection-... 1738935 10.115...  ST-Infra..  14/1/q4 - 178493
7777777 FmAuto-Fabric-.. /A Giaa Stream ... ]
FM Instance: GigaVUE-FM Last Updated At: Jul 15, 2021 13:23:23
Footer

Left Navigation Pane

The GigaVUE-FM GUI landing page has a left navigation pane that expands into a floating
pane which navigates to the following menus:

« Dashboards et : Consists of the physical and virtual dashboards, the health monitor
dashboards, and the Analytics dashboards. This page also includes the alarms, the
events and the audit logs pages.

« Traffic : Consists of the fabric solutions which the users must configure to monitor
the flow of traffic.

. Inventory : Consists of the physical and virtual resources which the users must
configure before configuring the traffic flow and solutions.

» Recently Viewed Ol Displays the list of recently viewed pages. Refer to Recently
Viewed Section for detailed information.

» Settings : Consists of administrative, authentication, system resources that needs
to be configured by the user.

Top Navigation Bar

The top navigation bar of the GUI contains page-level headers, search @ Refresh ¥ , and
Profile options. Also, the Help@ option is available under . To create keyboard
shortcuts to navigate to different menu pages, click on and select Keyboard Shortcuts.

NoTE: The Save Configuration I option is available in the Node Overview, Flow Maps,
and Active Visibility pages.

Fabric Management 2
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Page-Level Header

The page-level headers of the GigaVUE-FM instance are displayed as shown in the figure.

. Second-Level
First-Level Menu Menus Third-Level Menus

Licenses FM/Cloud Node Locked ¥ Floating ~ Expiry  Settings
Al Periods
i Chall MAC : 16:3e:2a:52:f3
Lt [lec) alenge Single Periods 22
GigaVUE-FM License : ime - Licensed for 200 nodes
%) SETTINGS GigaVUE Cloud Suite for VM License : Active - Licensed for 50 GigaVUE-VM Nodes
v System GigaVUE Cloud Suite for NSX-T License : Licensed for 10 Virtual Tap Points
Prefere... GigaVUE Cloud Suite for OpenStack License : Licensed for 10 Virtual Tap Points
E SNMP GigaVUE Cloud Suite for Kubernetes License :
N GigaVUE Cloud Suite for Nutanix License :
joage D...
GigaVUE Cloud Suite for AWS License :
IPReso- | GigaVUE Cloud Suite for Azure License :
Backup... GigaVUE Cloud Suite for AnyCloud License:
Images ‘ ‘ ‘
] License Key Description State Expiration Date ©)
Trust St... = = =
Email N ] LK2-GVMO050-43A7-T2QY-2LLP-K5ED...  GFM-VMO50: GigaVUE-VM 50 Pack Bun... © Active
Email S... ] LK2-GFM0000-43A7-T2QY-2LLP-K5ED... GFM-FMO000: GigaVUE-FM Prime Edition... © Active
I Licenses
Logs
Storage...
> Tasks
Reports
‘:l) > Authentica... Go to page: 1 - of 1 Total Records: 2
High Availa...

Tags

FM Instance: GigaVUE-FM

« The first-level menu is displayed as the Main Header in the top navigation bar.
« The second-level menus are displayed next to the first-level menu.

NOTE: The second-level menus that overflow in the top navigation bar are
displayed as a drop-down with an option to expand or collapse.

« The third-level menus are displayed as drop-down under the second-level menus.
GigaVUE-FM GUI Navigation
Use the navigation sidebar and the appropriate page-level headers to navigate to the
various GUI pages. Depending on the user role and access rights of the user, the fields and

buttons in the individual pages may either be enabled or disabled. Mandatory fields in the
GUI are pages are notified appropriately.

Footer

The footer of GUI displays the GigaVUE-FM instance name, Node Synchronized time when
accessing pages related to nodes, and NRT time stamp.

Configure a Custom Banner

It is recommended to configure a pre-login banner which states the security policy of your
company or organization. The banner appears on the login screen before the users log into
GigaVUE-FM.
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Only the users with fm_admin and fm_super_admin role assigned can view and configure
the custom banner.

To configure the custom banner:

—

On the left navigation pane, cIick and select Systems > Preferences.

2. Click Edit and the Edit Preferences page appears.
3. Enter the custom banner message in the Login infobox text box.
4. Click Save.

Quick Views

A quick view provides easy access to Visibility Fabric details such as nodes, ports, and traffic
policies. In GigaVUE-FM, you can click on items such as port ID, map alias, port error counts,
and so on, and get detailed information about the selected item.

Recently Viewed

Click on icon on the left navigation pane to view the list of recently viewed pages.

e You can view up to last 100 pages that you have visited.

» The pages are listed in chronological order with the most recent entry listed at the top.
e Click on a link to navigate to that page.

* Use the 'Find in Recently Viewed' to filter the required pages.

Recently Viewed

Earlier Today

Fm - PhysicalMNode G itmi |

Tasks - AdminTasks & ftmisettir

TopDashboard - Dashboard ' ffmitopDashboar

Flows - Flowhealth & fim/flows/flowhealth

Flows - ActiveVisibilityPhysicalModes & fimyf

Flows = MapPhysicalNodes & fmiflow ipPhysicalMode:
Maps - Maps &in

FabricMapMenu - FabricMapsList

Fm - ChangePassword & fimfehan
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Find Pages

The Find option in the expanding tool bar allows you to search and quickly navigate to the
pages without navigating through each of the menus and submenus.

e Enter the name of the page that you want to search (fully or in part). The number of
matching entries under each of the menu and submenu category is displayed.

¢ Click the link under the category to navigate to the respective page.

For example, if you search for the term 'node’, then the corresponding matching entries in
the menus and submenus are displayed.

&) CigaVUE-FM
sl node x sks Filter Export =
+ i Filtered By : none

4matches in Inventory

Type Status Node Summary Start Time End Time Log @

Made s
grade Imagelnstall Success - 2021-02-23 12:28:00

: grade Imagelnstall Success - 2021-02-22 10:42:00
£ VMware

grade Imagelnstall Suecess 2021-02-19 10:22:00
1match in Settings grade Imagelnstall Success - 2021-02-17 11:07:00

grade Imagelnstall Success - 2021-02-16 15:21:00

Return to the Dashboard

At any time, to return back to the Dashboard, click on the Ikl icon on the top left of
GigaVUE-FM GUI. Refer to Dashboard. By default, the Physical & Virtual Dashboard page is
displayed.

Table View Customization

GigaVUE-FM enables you to customize the appearance of tables. You can choose the
columns you want to show and hide in the table. You can also choose the order in which you
want to view the columns in the table.

To customize the columns:

1. Click the ‘+"icon on the top-right edge of the table.

Fabric Management 24
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Ports

Total Ports: 49

J

4.

Port Id

1/3/x1

1/3/x2

1/3/x3

1/3/x4

1/3/x5

1/3/x6

1137

1/3/x8

1/3/x9

a

Go to page:

All Ports

Alias

jhhj

1

Ports Discovery

| Filtered By : none  Apr 6, 2020 09:58:21

Status

@ Portisd..
@ Port(s) 1...
) Portis h...
) Portis h...
) Portis h...
) Portis h...
) Portis h...
&) Portis h...

) Portis h...

- o6 |

Figure 2 Table menu to configure columns

Fabric Statistics

| Type

BB BBaRBB8R

Total Records: 49

Speed

10G

| Admin

Enabled

Disabled

Disabled

Disabled

Disabled

Disabled

Disabled

Disabled

Disabled

Filter

Tran

sfp+

sfp+

L T

Quick Port Editor

Speed

Admin

Transceiver Type
Tags

Link Status

SFP Power

Avg Util Tx/Rx (last hr)

Port Filter

Click on a column name to change the show/hide setting. A check mark indicates the
columns to show and an X indicates the columns to hide.

To rearrange the columns in the table, select a column heading and drag it to the new
location. Your customizations are automatically saved.

Click on ‘Reset columns to default’ to reset the columns to the default view.

NOTE: The customized column settings are preserved for the user profile. When you
logout and log back in, the tables display the same customized columns.

The pagination option on the bottom-right corner of the page allows you to scroll through
long lists of data that span across multiple pages. You can also jump to a specific page by

clicking the page number. Each page can show up to 100 rows of data per view.

Click the export option to export the tables either in CSV file format or in XLSX format. You
can either export all the records or export only the selected records.

Notifications Panel

The Notifications icon in the top navigation bar will display a number if there are any system
alerts. Immediate alerts appear the left side of the page as individual pop-ups.
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Dismiss: All Completed
Informational Errors

Serial Nu...

1 cos7C 5.7.01

1 13647 5.9.00

Figure 3 Pop-up messages

Long-term Notifications

Click on the Notifications icon to display a Notifications Panel listing long-term alert
messages. If the list is long, a scroll bar appears on the left so you can scroll through the list.
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All Completed Informational Errors

Dismiss
by type

Dismiss
individually

Figure 4 [ong-term messages

Messages are updated as more information is received from packets. You can dismiss
individual messages or by type.

Notification Type Icons

Notification messages include a summary and a notification-type icon indicating the
severity level of the alert. Some notifications have titles as well.

& Process Completed (green circle with a check mark)
A Warning (yellow triangle with an exclamation point)
0] Error (red circle with an exclamation point)

O] Information (blue circle with an “i")

O] Alert being processed (gray spinner)

How to Add the GigaVUE-FM Instance Name

The default name of the GigaVUE-FM instance is GigaVUE-FM, and it is displayed on the
footer.

When you have multiple GigaVUE-FM Instances running in your system, it becomes difficult
to differentiate the instances and switch between tabs.

To customize the GigaVUE-FM instance name:
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On the left navigation pane, cIick and select System > Preferences.

Click Edit.

—

In the FM Instance Name box, enter a name for the GigaVUE-FM instance.

Click Save.

INNINEEN

The customized GigaVUE-FM instance name is displayed in the footer.
How to Search in GigaVUE-FM

When searching for items, GigaVUE-FM performs a full search across multiple categories
and displays the categories as part of the results. A Filter option is also available, which
displays as a quick view, making it possible to quickly refine the search results.

GigaVUE-FM has an Elastic Search feature that allows you to search for information in
GigaVUE-FM as well all the devices and device configurations managed by GigaVUE-FM.
Essentially, if it is part of the GigaVUE-FM Ul or managed by GigaVUE-FM, you can search for
items based on keywords because almost all items are indexed for elastic search. The search
feature allows you to search for items across the following:
«  Maps
« Rolesand Users
« GigaSMART
o GigaSMART Operations
o GigaSMART Groups
o Virtual Ports
o NetFlow/IPFIX Generation
o SSL Decryption
o GTP Whitelists
o Application Session Filtering (ASF)
« Ports
o Port Groups
o Port Pairs
o Tool Mirrors
o Stack Links
o Tunnel Endpoints
o |IP Interfaces
o Circuit Tunnels
o GigaStreams
» Chassis and port inventory
= Node Clusters
« VMs
« |IP, DNS, and MAC address
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The following are not currently searchable: audit logs, events, NetFlow data, RBAC, IP ranges,
or statistics.

Categories are another important component of Elastic Search. When you provide a
keyword, the search system displays the matching category or categories related to the
keyword search. This provides an automatic filtering of the keyword, helping to narrow your
search. Some of the general categories are:

Cluster
GigaSMART
Inline Bypass
Maps

NSX-V

Ports

Users
VMware

You can refine the search categories by using the Filter feature (refer to Filtering Search
Results) to further narrow the search results. For example, if the search keyword falls into the
GigaSMART category, you can narrow the search further to NetFlow Records.

Performing a Search

To find an item in GigaVUE-FM, do the following:

1.

Click the Search icon in the GigaVUE-FM top menu to open the Keyword field.

2. Type a keyword in the text field.

As you enter the keyword, the system displays the categories in which the keyword
appears and the total matches in that category along with the specific instances. For
example, as shown in Figure 5GigaVUE-FM Search, you start to enter an IP address. The
search shows that 10.115 occurs in the Cluster category 29 times, Ports 1 time, and

IP Interfaces 2 times.

NOTE: You can type up to 128 characters in the Keyword field. This is because you
cannot create a component with alias more than 128 characters (Map aliases, Port
aliases and other such aliases).

The Search results start appearing when you type a minimum of three characters in
the search pane.

Fabric Management 29
GigaVUE-FM



GigaVUE Fabric Management Guide

Dashboard Physical Virtual Cloud O, 10.119 QN - 8 @

Apr 6, 2020 09:22:54 10115 in Cluster (29) (Add Widget )

10.115 in IP Interfaces (2)

4 10.115 in Ports (1) INKS 3
10.115.54.89 . . @
- Down | Di..
1 Day 1 1011532178 -
3 1
10.115.78.30
5
10.115.38.160
47
10.115.38.160
18
10.115.38.70
10.115.32.165
165 1002
10.115.35.12
4 -
‘FEIL\’E 10.115.32.169
10.115.38.160
ITHY MAPS s | MAPS §6t

Figure 5 GigaVUE-FM Search

3. Once you are done entering the keyword, you can scroll through the list by using the
up and down keys on the keyboard. Select an item by pressing the Enter key.

o Selecting a category, displays all the results in that category, using the category as a
filter. You can further refine the results by clicking the Filter button. For details on
filtering, refer to Filtering Search Results.

o Selecting a specific result opens the page for that item.

If the search result is a cluster or standalone node, clicking the results takes you to
the Overview page of that node and the Keywords field displays the node's ID as
shown in the following figure. When the node ID is displayed in the Keywords field,
it indicates that the scope of searches is narrowed to the current node or cluster.

Search Examples

This section provides few examples to show how to use the elastic search feature. The
examples cover the following:

» Searching Maps
« Searching for Roles and Users
» Searching Ports

Searching Maps

You can search for maps based on the map alias, IP address associated with maps, MAC

Y

address, port status and so on. Click on the Filter by Cluster icon in the search results

page to refine the search results based on the cluster ID.

This section provides several examples of searching Maps:

« Example 1. Searching for a Map by Alias
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«» Example 2: Searching for a Map with an IP Address
» Example 3: Searching for a Map with a MAC Address
= Example 4: Searching for Maps with Down Ports

Example 1. Searching for a Map by Alias

In this example, you are looking for a map where you remember the map's alias but are not
sure which node or cluster it is on.

1. Click the Search icon in the GigaVUE-FM header to open the Keyword field and start
typing the map alias. In this example, Up.

As you type, the search displays the categories and items that match the keyword.
Figure 6 Searching by Map Alias shows the search results and you can see that the
map with Alias Up is on node 10.60.94.73 without typing the entire string.

Profile: Default ¥ up in Condition (96) ‘ Add Widget
up in Ports (29)
AUDIT LOGS up in NetFlow Records (6) RT LINKS &
.. up in Virtual Ports (5) Do.. | Di. @

Figure 6 Searching by Map Alias

2. In the search results, click on Up-1.

GigaVUE-FM opens the Map page as shown in Figure 7Map Page.
Map: Up-1

Edit

@ Data Rate (Bit's) @ Packets (pps)
¥ Map Info

Alias Up-1
Comment

Last Modified

Type Regular

Sub Type By Rule

Figure 7 Map Page

Example 2: Searching for a Map with an IP Address

In this example, you are searching for a map or maps that contain a specific |IP address.
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1. Click the Search icon in the GigaVUE-FM header to open the Keyword field and start
typing an IP address. In this example, the IP address is 10.60.94.73.

As you type the search displays the categories and items that match the keyword.
Figure 8Search for IP Address shows the search results.

_ O, 10.60.94.73 X \

10.60.94.73 in Ports (64)

10.60.94.73

in Port Configuration (64)

10.60.94.73 in Condition (47)

5

10.60.94.73 i

5

Action (22)

10.60.94.73 i

5

Maps (8)
10.60.94.73
10.60.94.73
10.60.94.73
10.60.94.73
10.60.94.73
10.60.94.73
10.60.94.73
10.60.94.73

10.60.94.73

Figure 8 Search for IP Address
2. Click on Maps in the categories section of the search results.

The Filter page opens. Figure 9Search Result Filter Page shows the results with maps
the that contain the IP address. In this scenario, the item of interest is Down-1, so you
click on the cluster name.
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Search Results for "10.60.94.73"

Filtered By : none Y

Alias | Cluster ID/Device IP | Type | Source ports | Destination Ports | Map Status | Number of Rules @
Down-1 10.60.94.73 regular 1/1/x1,1/1/x2 1/1/x57 @ Port(s) r1lkoubel.. 28

Down-2 10.60.94.73 regular 1/1/x3,1/1/x4 1/1/x59 &) Map is Healthy 28

Up-3 10.60.94.73 regular 1/1/x29,1/130,1/1/x3...  1/1/x62 @ Multiple ports arel.. 28

Up-4 10.60.94.73 regular 1/1/x39,1/1/x40,1/1/x4...  1/1/x64 @ Multiple ports arel.. 28

Up-1 10.60.94.73 regular 1/1/x9,1/1/x10,1/1/x11...  1/1/x58 @ Multiple ports arel.. 28

Up-2 10.60.94.73 regular 1/1/x19,1/1/x20,1/1/x2...  1/1/x60 @ Multiple ports arel.. 28

Down-3 10.60.94.73 regular 1/1/x5,1/1/x6 1/1/x61 &) Map is Healthy 28

Down-4 10.60.94.73 regular 1/1/x7,1/1/x8 1/1/x63 &) Map is Healthy 28

Figure 9 Search Result Filter Page

A Map quick view opens, showing the information for the map.

Example 3. Searching for a Map with a MAC Address

In this example, you are searching for a map or maps that contain a specific MAC address.

1. Click the Search icon in the GigaVUE-FM header to open the Keyword field and start
typing an IP address. In this example, the IP address is TT1T:11:11:11.

After entering the MAC address in the Keyword field, only one map is found as shown
in Figure 10Search for MAC Address.

IARARERARE] I »® Q

11:11:11:11:11 in Maps (1)
10.115.152.53 MACSrcM

Figure 10 Search for MAC Address

2. Click on the result with the map named MacSrcMap to view the map details.

Example 4. Searching for Maps with Down Ports

In this example, you are looking for maps that have a port that is in the “down” state.

1. Click the Search icon in the GigaVUE-FM header to open the Keyword field and type
down.

As shown in Figure 11Search Results for down Keyword, the keyword occurs in several
categories.
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ical  Virtual Cloud  Alarnjisyesey X

down in Ports (1451)

down in Condition (85)
down in Maps (23)
down in Port Groups (10)

down in Stack Links (2)

down-1
down-2
down-3

down-4

Figure 11 Search Results for down Keyword

2. Because you are searching for Maps, you click on the Maps category.

Searching for Roles and Users

This section provides examples of searching for a role and for a user:

« Example 1. Searching for Monitor Role
« Example 2: Searching for a User

Example 1. Searching for Monitor Role

In this example, you are looking for where the fm_User role is applied.

1. Click the Search icon in the GigaVUE-FM header to open the Keyword field and type
Monitor.

As shown in Figure 12Categories for Monitor., the keyword occurs in the several
categories.
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S @ GigaVUE-FM11 gigamon-995d73 Q monitof

EXXXEa

Bl & Backto Nodes | Overviel

| overview

monitor in User Roles (6)

UTILIZATION FOR TOP 20

average over last hour

No utilization data.

< monitor in Users (6)
Health SYSTEM
monitor
= STEM N
Gl e —
Chassis
> Ports HostNa  monitor
> GigaSMART Hardwa|  monitor
> Inline Bypass Softwar{  monitor
TRAFFIC monitor
> Maps Memory  MB free of MB

Figure 12 Categories for Monitor.

2. Select the User Roles category. The search results shows the nodes where the Monitor

role is used.

Search Results for "monitor"

[Filtered By : m

Category

User Roles
User Roles
User Roles
User Roles
User Roles
User Roles
User Roles
User Roles
User Roles
User Roles
User Roles
User Roles

User Roles

Results
10.60.94.73
10.115.54.196
10.115.32.161
10.115.32.169
cluster-hc3-hd8
10.115.38.85
10.115.32.15
10.115.32.180
10.60.94.68
ripper

509
10.60.95.4

10.115.46.35

Figure 13 Search Results for Monitor.

3. From the search results, drill down further by selecting one of the results.

GigaVUE-FM takes you to the User Setup page for the selected cluster as shown in
Figure 14Role From Search Result and indicates in the Keywords field that further

searches are restricted to the cluster.

LEAF-SPINE-CLUSTER-32199-HC1-169 (H Series)

Roles

[m]

User Group

Default

admin

monitor

A Last synced at 2020-04-01 07:58:28

| Description

Figure 14 Role From Search Result
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Example 2: Searching for a User

In this example, you are looking for a specific user.

1. Click the Search icon in the GigaVUE-FM header to open the Keyword field and type
the user name for the user. In this example, the user is fm_User.

fm_User in Users (3)

1 Day v L 7 T Up D.. Di... @
Circuit 9 5 3 1 .
& cigasmarTe 36 31 5 -
B +ybria 58 11 47 -
m Inline Network 18 - - 18
Inline Tool - - - -
) Network 1. 63 1. 1000
[ P 25 21 p

2. Click on fm_User in the categories and items list. The User page on the node with the
fm_User opens a shown in the following figure. The Keywords field also indicates
further searches are restricted to the current node.

hcl-171 (H Series)  Last synced at 2020-04-06 15:33:27 oy 10.11532.171 x JEEEE)
User Setup
O Full Name | Usemame | User Group | Enabled | Account Status @
O - FM_user monitor true Password Set
O System Administrator admin admin true Password Set
[} - gigatest admin true Password Set
0O - imre admin true Password Set
O System Monitor monitor monitor true No Password Required For Login
O System Operator operator - true Account Locked Out
Fabric Management 36
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Searching Ports

NOTE: You can search for ports based on the port id, port alias, cluster ID/Device IP
and so on. You can also view the neighboring ports information from the port search

results page. Click on the Filter by Cluster icon Y in the search results page to
refine the search results based on the cluster ID.

This section provides few examples related to searching for ports:

«» Example 1. Searching for Down Ports
« Example 2: Searching for Port Details of Devices Managed by GigaVUE-FM

Example 1. Searching for Down Ports

In this example, you are searching for a particular port by its ID. This example also shows
how to combine keywords.

1. Click the Search icon in the GigaVUE-FM header to open the Keyword field and type
the port 1D 1/1/x5 followed by the keyword down.

As shown in Figure 15Categories Returned for Port ID and Down, the 1/1/x5 and down
occur 60 times in the Port category.

1/1/5 dowr| b 4

1/1/x5 down in Ports (60)

1/1/x5 down in Maps (1)

1/1/x5 down in Port Pairs (1)

Figure 15 Categories Returned for Port ID and Down
2. Click on the Ports category to view the results.

3. Click on an item search results to see the port information. A Port quick view displays
for the selected port as shown in Figure 16Port Quick View for Search Results.

Fabric Management
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Search Results for "" X Port: 5/1/x10 - @ 1111

PortID
5/1/x1
5/1/5.
5/1/7
5/1/x10
5/1/x11
5/1/x12
5/1/x13
5/1/x15
5/2/c4
5/2/c8
5/3/c5
5/3/e2
5/4/c1

5/4/c6

Filtered By : none

| Alias

Gotopage: 1

v of4 Nl

| Status

© Portis Healthy
© Portis Healthy
© Portis Healthy
© Portis Healthy
© Portis Healthy
© Portis Healthy
© Portis Healthy
© Portis Healthy
© Portis Healthy
© Portis Healthy
© Portis Healthy
© Portis Healthy
© Portis Healthy

@ Portis Healthy

Total Records: 50

Hour Day  Week  Month

(Use Mouse Serll for Zaom InfOut)

Edit

Live Counters v

~ Port Info

Alias

PortId 5/110

Comment

Port Role

e

@ Data Rate Rx (Bit's)

v Parameters

Link Status
Admin
Type
Duplex

Auto Negotiation

Disabled

D network

off

Figure 16 Port Quick View for Search Results

Example 2: Searching for Port Details of Devices Managed by

GigaVUE-FM

In this example, you want to retrieve port information from all the devices managed by

GigaVUE-FM and that are up. This example also shows the use of a non-alphabetic character
as the keyword.

1. Click the Search icon in the GigaVUE-FM header to open the Keyword field and type

the back-slash character (/) and up.

As shown in Figure 17Categories Returned for Port Details of All Devices and up, the

search returns results in several categories.

1 up|

fup In Ports (5661)

Jup In GIgaSMART Groups (77)

Jup In GIgaSMART Operations (62)

Jup In Maps (62)

fup In Inline Tools (28)

Figure 17 Categories Returned for Port Details of All Devices and up

2. Click on the Ports category to view the results.

3. Click on an item search results to see the port information.

Fabric Management
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Filtering Search Results

When selecting a search result for a category, GigaVUE-FM opens a page that lists the
results for that category.

To change the filter, do the following:
1. Click Filter.
The Filter quick view displays.

2. Add or remove filters by selecting items from the Filter quick view.

How to Apply Filters

The filter functionality allows you to search and narrow down the options you want to
display on a particular page.

To use the filter functionality, do the following:
1. Click on the Filter button.
2. The Filter quick view dialog is displayed.
3. Specify the parameters to be filtered.

The filter selection appears above the list for reference. To remove a particular filter,
click on the 'x' icon next to the filtered item.

4. Click the 'x' icon to exit the Filter quick view dialog.

The following figure shows how the applied filters are displayed on the GigaVUE-FM
instance page:

Fabric Management
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Fabric Statistics Header Stripping Statistics

(1} & Back to Nodes| |BoxID:10/1 X | | BoxID:10/2 X| |BoxID:10/3 X| |BoxID:10/4 X | | BoxID:2/5 X| BoxID:2/3 X| BoxID:2/4 X Tags ~ Filter

< SR BoxID:23/4 X | Box D : 23 sl Applied filters Export ~

Health

SaveConfi | 1) Portld | Devic. = Alas | Status | Type  Speed | Admin | LinkS.. Trans.. | SFPP.. AvgU.. | PortF.. | Disco.. | Giga. = RxOn. | T. @&
SYSTEM 0 23l ST-Inf.. @r. Hoi. Enabl..  up - - none Disabl..  N/A COUNT...
Chasss 0 23k1 ST-Inf.. ©r. [~ 106 Enabl.  up Sfprsr  -264.. 0/46  — none Enabl.  N/A COUNT...
v Ports
] 2/3/x2 ST-Inf... @ P. m N... 10G Enabl... up sfp+ sr -184.. 0/0 - none Enabl... N/A COUNT...
Ports
PortGr. | [ 23k3  STnf.. [N [ Disabl.. - 0/0 - none Enabl.  N/A COUNT...
Port Pa... O 2/3/x4 ST-Inf... m N... Disabl..  -- 0/0 - none Enabl... N/A COUNT...
flcallbiic ] 2/3/x5 ST-Inf..  ESXi-... © pP.. 1G Enabl... up sfpcu 0/0 - none Enabl... N/A COUNT...
Stack Li...
. | (] 2/3/x6 ST-Inf... © p.. 10G Enabl... up sfp+ sr -234.. 0/0 —_ none Enabl... N/A COUNT...
unnel ...
IP Inter... OJ 2/3/x7 ST-Inf... © p... 10G Enabl... up sfp+sr -2.21 .. 0/46 -— none Enabl... N/A COUNT...
Tunnels ] 2/3/x8 ST-Inf... Disabl.. -- sfp+sr -40/-.. 0/0 -_— none Enabl... N/A COUNT...
» GEESMAR ] 2/3/x9 ST-Inf... @ P. 10G Enabl... up sfp+sr -237.. 0/0 - none Enabl... N/A COUNT...
> Inline Bypa...
‘:l) OJ 2/3/x10  ST-Inf... @ p... T___ 10G Enabl... up sfp+ sr -234.. 46/0 -_— none Enabl... N/A COUNT...
TRAFFIC
@ Go to page: 1 v of12 >l Total Records: 122
FM Instance: GigaVUE-FM Node Sync Time: Jul 14,2021 17:33:33 Last Updated At: Jul 14, 2021 17:39:07
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Dashboard

This section describes the Dashboards available in GigaVUE-FM. Refer to the following table
for details:

Left Navigation Description
g P Reference
Pane
Overview
Physical Provides a quick visual overview of the traffic, Overview of
and health status, inventory and audit logs of the the Physical
Virtual physical and virtual nodes managed by and Virtual
GigaVUE-FM. Dashboard
System
Alarms Lists the alarms triggered in GigaVUE-FM Overview of
Alarms
Audit Logs captures audit logs for all users connected to
GigaVUE-FM
Events
FM Health Provides an overview of GigaVUE-FM health. FM Health
Dashboard
Analytics Fabric Health
Analytics

Physical and Virtual Dashboard

This chapter describes the dashboards that provide information about the physical nodes,
ports, port links, maps, GigaSMART, audit logs, and events on a single page.

This chapter covers the following topics:

o Overview of the Physical and Virtual Dashboard
o Physical Dashboard Profiles

o Physical Dashboard Quick Views

o Physical Dashboard Widgets

Fabric Management 47
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Overview of the Physical and Virtual Dashboard

The Physical and Virtual Dashboard is a central location to monitor all the physical and
virtual nodes and clusters that are managed by GigaVUE-FM. The widgets in the dashboard
provides a quick visual overview of inventory and events, GigaSMART traffic, highest and
lowest traffic by maps and ports, traffic comparison by tags, most and least utilized traffic,
health status, and audit logs.

Physical Dashboard Profiles

The Physical Dashboard displays a number of default widgets when you first log in. They are
displayed with the profile labeled as Default. You can create multiple profiles and choose
the widgets to be displayed in each profile based on the data you want to proactively
monitor and troubleshoot in your Visibility Fabric.

To create a new profile

1. On the left navigation pane, click on Iﬂ and from the Physical & Virtual dashboard
page, select the profile drop-down and click Add/Edit Profile.

{8 CigaVUEM

Profile: | oetaut»

Default

AddEd: Pofle B EVENTS @ STATUSSIM

2. In the Add/Edit Profile... box, enter the name of the new profile and click Enter.
The new profile name is displayed under Profiles. The new profile page is displayed.

3. (Optional) Click the Edit icon and select Set as Login Profile if you want the new
profile to display as your default Physical Dashboard.

Fabric Management 42
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Profile: new ~

Add/Edit Profile X

Default &
testl

Rename
new ize your dashboard

Add Profile
| Setas Login Profile |}

Figure 18 Profile Settings
To change the profile name, click Rename, edit the name, and press Enter.

To delete the profile, click Delete. If you delete a default profile, then the initial default
profile is automatically set as the login profile unless you actively select another one.
Once deleted, there is no option to recover those dashboards.

NoTE: When GigaVUE-FM is upgraded, the profiles created in the previous version
are not retained in the latest version.

Keep in mind the following regarding the widgets on the dashboard.

Fabric Management

Widget and trending data is available based on the GigaVUE-FM license purchased. For
the base package, the data is not stored for more than 1 day. The prime package users
can select any option including 1 month.

Individual widgets can be resized and saved as part of the profile. Each widget can
expand in both horizontal and vertical planes. The other widgets self-adjust when the
widgets are manipulated.

The widgets can also be dragged and dropped to different section of the page. Refer to
Physical Dashboard Profiles .

The data points can be viewed when the mouse is hovered over the graph as shown in
Physical Dashboard Profiles .

The widgets such as Unhealthy Maps opens a quick view when clicked on the cluster
info or the map alias. The quick view shows more details relating to that specific map.

The trending information can also be changed for each widget on the same dashboard.
The port and map health status changes on the device reflect instantly on the screen.
The color-coded legends are available at the bottom of each widget.

43
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AUDITLOGS & | EVENTS # | STATUS SUMMARY: PORT LINKS
Loay v Loay v Port Type | Total iU | Down | Disabled
Circuit 9 5 3 1
“ A sisastarte E 31
B Hyeric 58 1 47
[0 niine Network 18 - - 18
Inline Tool
D ~etwork 1228 &3 165 1000
4 »
Success @Faiure @Crtcal @M M
STATUS SUMMARY: UNHEALTHY MAPS £ || HIGHEST TRAFFIC: NETWORK PORTS € | HIGHEST TRAFFIC
| i | Traffic Ty
Clus.. | Map Alias | Status ® 1 Hour - raffic Type
devl  map_flow @ Port(s) porttool. 2/1x3 are administratively disabled but partic.. . . . . Choose which type of traffic to show on this widget
ClusterID { Host.. | PortlD | Port Alias | TrafficM.. @
devl  map_test @ Portis) porttool, 2/1/x3 are administratively disabled but partic... Physic
10609473 Critica.. /142 r12koubelks Y. 976566 el
devl  test890 @ Portis) porttool are administratively disabled but participating ...
10.60.94.73 Critica...  1/1x1 rllkoubelks .. —7624.22 ttem Type
FM-..  test123 @ Port(s) 15/La1 are link down 101153885 gigam 1312 N 149,30 Which items do you want to show
HC2- mapl @ Portfs) 13/ are link down
10.115.38.85 gigam. 1738 - 149.30 Physical Maps
HC2: mapl1l @ Portis) 1/3/1 are link down -
10.115.32.171 hcl-1.. /11 - 1 Mbps Tags
4 »
region ®9
LOWEST TRAFFIC: PHYSICAL MAPS # || STATUS SUMMARY: UNHEALTHY FLOWS &
1 Hom v Flo.a| Status (C]
‘ ‘ 2. @ Node [devl] is unreachable, Maps [map_test, map_flow] in the flow are unhealthy & Display Total
Node | Map Alias | Traffic (Mbps) ®
1t ® Node [FM-TAL0-1-5] has config sync issue How many items do you want to display on this widget
15.. (@ Node [FM-TA10-1-5] has config sync issue s
1 @® Node [FM-TA10-1-6] has config syne issue

Note: If the percentage displayed in a pie-chart is negligible or less , then it would be difficult
to click on the pie-chart arc and view the details .

Physical Dashboard Quick Views

When reviewing the widgets available on the Physical & Virtual dashboard, clicking on the
options in the widgets takes you to the details page relating to the information for that
node. For example, on the Nodes by Model or Software Version widget, you click on the
node and it takes you to the Physical Nodes page.

For more information about Physical Nodes, refer to Manage GigaVUE® Nodes and Clusters.

Physical Dashboard Widgets

This section describes the widgets that can be created and viewed on the Physical
Dashboard.

« Highest Traffic

« Lowest Traffic

« Traffic Comparison By Tags

= Most Utilized Traffic

« Least Utilized Traffic

« Inventory

« Status Summary

The default profile displays the following widgets:

« Highest Traffic: Network Ports, Tool Ports, and Physical Maps
» Status Summary: Unhealthy Maps and Port Links

Fabric Management 4L
GigaVUE-FM



GigaVUE Fabric Management Guide

« Audit Logs
« Events

You can customize the widgets by modifying the physical dashboard profiles. Refer to
Physical Dashboard Profiles for more information.

Highest Traffic

The Highest Traffic widget can be created for the following:

« Physical
o Physical maps
o Fabric maps
o Network ports
o Tool ports
o Stack ports
o Hybrid ports

o Inline network ports

o Inline tool ports
«» GigaSMART

o GigaSMART groups
o GigaSMART operations

You can create as many Highest Traffic widgets as you want listing up to 5, 10, 15, 20, 50, or

100 items in each widget.

The highest traffic is measured in megabytes per second (Mbps). You can specify the period
over which the amount of traffic must be calculated. The period can be 1 hour, 1 day, 1 week,

or 1T month.

HIGHEST TRAFFIC: NETWORK PORTS

Cluster ID Host ...
10.60.94.73 Critica...
10.60.94.73 Critica...
10.115.38.85 gigam...
10.115.38.85 gigam...
10.115.32.171 hel-1..

| PortID | Port Alias

1/1/%2 r12.koubelks_YR0742_DS
111 rl11koubelks_YRO741_DS
1/3/x12

1/3/8

111

Figure 19 Highest Traffic: Example

The physical maps are listed by the node ID, map alias, and the traffic in Mbps.

Fabric Management
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The ports are listed by the node on which they are used and the port alias. You can create
the Highest Traffic widget for the following ports:

Network ports

Tool ports

Stack ports

Hybrid ports

Inline network ports
Inline tool ports

The highest traffic for GigaSMART operations or GigaSMART group can be displayed as
shown in Figure 20Highest Traffic GigaSMART.

HIGHEST TRAFFIC: GIGASMART GROUPS 82
1 Hour v
Node | GSGroup = Traffic (Mbps) @
deve GS_1
HC2- gs_1

gigamon-... gsgl

Figure 20 Highest Traffic GigaSMART

To configure the Highest Traffic widget:

On the left navigation pane, click on Iﬂ and from the Physical & Virtual dashboard
page, select the profile in which you want to add the widget.

Click Add New Widget. The Add New Widget window is displayed. Refer to Figure
21Add New Widget.

Fabric Management
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Add Widget

Figure 21 Add New Widget

Highest Traffic

Display the highest contributing
maps, ports, GigaSMART
Groups and more.

= [ll:l
Most Utilized Traffic

Display the highest utilized
Metwaork, Tool, Inline Network
Ports and more

A

Status Summary

Display the status summary of
nodes, unhealthy maps,
unhealthy flows. port links or
port drops

Lowest Traffic

Display the lowest contributing
maps, ports, GigaSMART
Groups and more,

52

Least Utilized Traffic
Display the lowest utilized

MNetwork, Tool, Inline Network
Parts and more

Audit Logs

Display the Audit Logs by
Result

Traffic Comparison By Tags

Display the traffic comparison
between ports under different
tags

Jui

Inventory

Display the managed nodes by

Model or Software

(« gﬂ)

Events

Display the Events by Severity

oK

Cancel

3. Inthe Add New Widget window, select Highest Traffic and click OK. The Highest
Traffic configuration window is displayed. Refer to Figure 22Highest Traffic
Configuration.

HIGHEST TRAFFIC

Traffic Type

Choose which type of traffic to show on this widget

Physical

Item Type

Which items do you want to show

Physical Maps

Tags

region

Display Total

east

How many items do you want to display on this widget

5 v

®6

Figure 22 Highest Traffic Configuration

Fabric Management

GigaVUE-FM

47



GigaVUE Fabric Management Guide

4. From the Traffic Type drop-down list, select one of the following traffic types:
o Physical—Allows you to view the physical maps and ports that contribute to the
highest traffic distribution.

o GigaSMART—AIllows you to view the virtual ports, GigaSMART groups, and
GigaSMART operations that contribute to the highest traffic distribution.

5. From the Item Type drop-down list, select the item you want to view. The options
displayed are based on the traffic type you selected in step 5.

6. Select the required tag key and tag value combination (for example: tag key is 'Site'
and tag value is 'East') for which the highest traffic distribution must be displayed. This
step is optional.

7. From the Display Total drop-down list, select the number of items to be displayed. By
default, the number of items selected for display is 5.

8. Click OK.

Lowest Traffic

The Lowest Traffic widget lists the physical maps, flow maps, ports, and GigaSMART that
contribute to the lowest traffic within a specified time. You can create as many Lowest
Traffic widgets as you want listing up to 5, 10, 15, 20, 50, or 100 items in each widget.

The traffic flowing through a port or a map rule is measured in megabytes per second
(Mbps). You can specify the period over which the amount of traffic is calculated. The period
can be 1 hour, 1day, 1week, or 1 month.

LOWEST TRAFFIC: NETWORK PORTS ;_'@3
1 Day v

Cluster ID . HostN.. | PortID P | M@

10.115.32.171 hel-1.. 1/1/x1 - < 1 Mbps
10.115.38.85 gigam... 1/3/x12 -- 146.77
10.115.38.85 gigam... 1/3/x8 -- 146.77

10.60.94.73 Critica..  1/1/x1 r.. 7487.46

10.60.94.73 Critica...  1/1/2 r.. 9590.48
1 4

Figure 23 [owest Traffic
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The Lowest Traffic widget is configured exactly the same way as the Highest Traffic widget.
To configure the Lowest Traffic widget, refer to the configuration steps provided in Highest
Traffic . In step 4, select Lowest Traffic and click OK. The Lowest Traffic configuration
window is displayed.

Traffic Comparison By Tags

The Traffic Comparison By Tags widget allows you to compare the aggregated traffic flowing
through the list of ports associated to tags. You can choose to view up to four traffic
comparisons in a single widget. You can create as many Traffic Comparison By Tags widgets
as necessary in the selected profile and provide a customized name for each widget. The
customized name helps you to differentiate multiple traffic comparison widgets in a single
profile.

In this example, there is traffic flowing from GigaVUE-TAI10 to GigaVUE-HC2. You can group
the tool ports in GigaVUE-TA1O and create a tag as T A_TOOL. Then, you can group the
network ports in GigaVUE-HC2 and create a tag as HC2-NETWORK. Refer to Figure
24Example for Traffic Comparison By Tags Widget.

TA_TOOL HC2_NETWORK

r ¢ A3

k114 1/1/x4

TA-10(10.115.200.18)

11x15 HGC2 (10.115.200.200)

Figure 24 Example for Traffic Comparison By Tags Widget

Using the Traffic Comparison By Tags widget, you can compare the egress traffic passing
through the ports associated with T A_TOOL with the ingress traffic passing through the
ports associated with HC2-NETWORK, and quickly analyze if there is any packet loss
associated. Refer to Figure 25Traffic Comparison By Tags

Fabric Management 49
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Ports Traffic Comparison By Tags i

1 Month v

500 g

Octets

550 .‘“‘I \
500 f .-‘"‘I a\l
450 ."I \ .-"‘ g\h
400 | : :
350
300 4
250
200
150
100 o

50

1 T U T T T T T T T T T T T T T T T T T T T T T T T T 1
17:00 17:00 17:00 17:00 17:00 17:00 17:00 17:00 17:00 17
Time

B Groups - HC2-NETWORK Rx (Kbps) B Groups - TA_TOOL Tx (bps)

Figure 25 Traffic Comparison By Tags

The Traffic Comparison By Tags widget also allows you to choose just the egress traffic
passing through the ports associated with T A_TOOL and view the graph.

The following statistics can be viewed for physical ports and GigaSMART:

Traffic Type Statistics

Physical Ports Data Rate
Packet Rate
Packet Errors
Packet Discards
Packet Drops
Port Utilization

GigaSMART Data Rate
Packet Rate
Packet Drops
Packet Errors
Packet Buffer

Packet Terminated

The aggregated traffic comparison is displayed as a graph. You can choose to display the
data over a day, an hour, a week, or a month. However, when you select a week or a month,
the time period is not persisted. The data is defaulted to 1 day when you navigate away from
the Physical Dashboards page and then return to the page. Click the notification icon at the
top of the window and view the alarms and notifications displayed (refer to Figure
26Notifications):

Fabric Management 50
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0 @ 0

——
((Add Widget )

_A

Figure 26 Notifications

Hovering the mouse over the lines in the graph displays the tag name, traffic direction, and
traffic flow (Mbps).

To configure the Traffic Comparison By Tags widget:

1.  On the left navigation pane, click on Iﬂ and from the Physical & Virtual dashboard
page, select the profile in which you want to add the widget.

2. Click Add New Widget. The Add New Widget window is displayed. Refer to Figure
21Add New Widget.
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Add Widget
=} o ]
o ¢ o
Highest Traffic

Figure 27 Add New Widget

Display the highest contributing
maps, ports, GigaSMART
Groups and more.

= Dl:l
Most Utilized Traffic

Display the highest utilized
Metwaork, Tool, Inline Network
Ports and more

A

Status Summary

Display the status summary of
nodes, unhealthy maps,
unhealthy flows. port links or
port drops

Lowest Traffic

Display the lowest contributing
maps, ports, GigaSMART
Groups and more,
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Least Utilized Traffic
Display the lowest utilized

MNetwork, Tool, Inline Network
Parts and more

Audit Logs

Display the Audit Logs by
Result

Traffic Comparison By Tags

Display the traffic comparison
between ports under different
tags

Jui

Inventory

Display the managed nodes by

Model or Software

(« gﬂ)

Display the Events by Severity

Events

oK

Cancel

3. Inthe Add New Widget window, select Traffic Comparison By Tags widget and click
OK. The Traffic Comparison by Tags configuration window is displayed. Refer to Figure
28Traffic Comparison By Tags Configuration.
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o.

Traffic Comparison By Tags

Widget Name (optlonal)
‘What do you want to name this widget?

Type a customized widget name

Traffic Type
Choose which type of traffic to show on this widget

Physical Ports -

Statistlcs
Which statistic do you want to display?

Data Rate -
How do you want to display the statistics

(@ i () Avimemern

OK

Figure 28 Traffic Comparison By Tags Configuration

(Optional) In the Widget Name box, enter a customized name for the widget.
Customized name helps to differentiate multiple traffic comparison widgets in the
same profile.

From the Traffic Type drop-down list, select one of the following traffic types:

o Physical Ports
o GigaSMART

From the Statistics drop-down list, select the type of statistic to view in the
comparison graph.

Select Sum or Average to determine the way to display the statistics.

In Tag Items, select two or more tags to compare.

a. For Traffic 1, select the tag name and tag value from the drop-down lists.
b. Select Ingress (Rx) or Egress (Tx) to determine the traffic direction.

c. Repeat step a and step b to select the next traffic for comparison.

Click OK.

Most Utilized Traffic

The Most Utilized Traffic widget allows you to view the ports with highest percentage
utilization. The highest percentage utilization is displayed over the selected period. The
period can be 1 hour, 1 day, 1 week, or T month to view the utilization percentage.

-

Cancel

The Most Utilized Traffic widget lists the ports with the cluster ID, port Id, port alias, and the
utilization percentage.
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Most Utilized Traffic: Network Ports o I 2
THour ¥
Node Port ID Port Alias Utilization (%)
10.115.200.16 1/1/%5 neworkporterrorstesting [
10.115.200.16 1/14x1 1Gigtool m
10.115.200.16 1142 test-alias-ta-series m

Figure 29 Most Utilized Traffic Widget

To configure the Most Utilized Traffic widget:

1.  On the left navigation pane, click on Iﬂ and from the Physical & Virtual dashboard
page, select the profile in which you want to add the widget.

2. Click Add New Widget. The Add New Widget window is displayed. Refer to Figure
30Add New Widget.
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Add Widget
=} o ]
o ¢ o
Highest Traffic

Figure 30 Add New Widget

Display the highest contributing
maps, ports, GigaSMART
Groups and more.

= [ll:l
Most Utilized Traffic

Display the highest utilized
Metwaork, Tool, Inline Network
Ports and more

A

Status Summary

Display the status summary of
nodes, unhealthy maps,
unhealthy flows. port links or
port drops

Lowest Traffic

Display the lowest contributing
maps, ports, GigaSMART
Groups and more,
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Least Utilized Traffic
Display the lowest utilized

MNetwork, Tool, Inline Network
Parts and more

Audit Logs

Display the Audit Logs by
Result

Traffic Comparison By Tags

Display the traffic comparison
between ports under different
tags

Jui

Inventory

Display the managed nodes by

Model or Software

(« gﬂ)

Display the Events by Severity

Events

oK

Cancel

3. Inthe Add New Widget window, select Most Utilized Traffic and click OK. The Most
Utilized Traffic configuration window is displayed. Refer to Figure 31Most Utilized Traffic
Configuration.
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Most Utilized Traffic

Traffic Port Type
Choose which type of port utilization to show on this widget

Network Ports -

Site (optional)
Select a site to only display the ports from this site

SantaClara -

Display Total
How many items do you want to display on this widget

5 A\

OK (| Cancel

Figure 31 Most Utilized Traffic Configuration
4. From the Traffic Port Type drop-down list, select one of the following port types:

o Network Ports

o Tool Ports

o Stack Ports

o Hybrid Ports

o Inline Network Ports
o Inline Tool Ports

5. Select the required tag key and tag value combination (for example: tag key is 'Site'
and tag value is 'East') for which the most utilized traffic configuration must be
displayed. This step is optional.

6. From the Display Total drop-down list, select the number of items to be displayed. By
default, the number of items selected for display is 5.

7. Click OK.
Least Utilized Traffic
The Least Utilized Traffic widget allows you to view the lowest percentage utilization for all

the ports. The lowest percentage utilization is displayed over the selected period, You can
choose 1 hour, 1day, 1 week, or T month to view the utilization percentage.

The Least Utilized Traffic widget lists the ports with the cluster ID, host name, port number,
port alias, and the utilization percentage.
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LOWEST TRAFFIC: NETWORK PORTS o

1 Hour v
Cluster ID | HostN.. | PortID [P @
10.115.32.171 hel-1.. /141 - <1M
10.115.38.85 gigam... 1/3/x12 -- 149.7
10.115.38.85 gigam... 1/3/8 -- 149.7
10.60.94.73 Critica..  1/1/x1 [ 7612
10.60.94.73 Critica..  1/1/x2 [ 9750.

4 »

Figure 32 [eaqst Utilized Traffic

The Least Utilized Traffic widget is configured exactly the same way as the Most Utilized
Traffic widget. To configure the Least Utilized Traffic widget, refer to the configuration steps
provided in Most Utilized Traffic. In step 4, select Least Utilized Traffic and click OK.

Inventory

The Inventory widget provides information about the physical nodes by model and software.

Nodes by Model

The Nodes by Model widget displays the number of nodes managed by the current instance
of GigaVUE-FM as a bar graph. Each bar in the graph indicates the number of each device
model managed. Hovering the mouse over a bar in the graph displays the model name and
the total number. Figure 33Nodes by Model shows a Node by Model widget displaying six
different nodes managed by GigaVUE-FM. Hover the mouse over the bar to view the
number of devices in each node.

Inventory: Nodes By Model &

3_

24 I Model 3

1- I
U-] I I T

TA1D HCA1

# of Modes (9 total)

Figure 33 Nodes by Model
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Nodes by Software Version

The Nodes by Software Version widget presents a graph that helps you to quickly view the
software versions of the nodes that GigaVUE-FM is managing and the total percentage of
each version. Each software version is assigned a color in the graph, which is specified by the
legend. Hovering the mouse over an area in the graph displays the total number of software
version used as a percentage. In Figure 34Nodes by Software Version, the Nodes by Software
Version widget shows that there are 7 instances of version 5.1 and 2 instances of version 5.0,
which is 22 percent of the total versions installed.

Inventory: Nodes By Software Version &

Software Version W 5.1.00 78% (7)

5100

Figure 34 Nodes by Software Version

To configure the Inventory widget:

1.  On the left navigation pane, click on Iﬂ and from the Physical & Virtual dashboard

page, select the profile in which you want to add the widget.

2. Click Add New Widget. The Add New Widget window is displayed. Refer to Figure
35Add New Widget.
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Add Widget X
-
Highest Traffic Lowest Traffic Traffic Comparison By Tags
Display the highest contributing Display the lowest contributing Display the traffic comparison
maps, ports, GigaSMART maps, ports, GigaSMART between ports under different
Groups and more. Groups and more, tags
 —]
=l
i U r—
O O
Most Utilized Traffic Least Utilized Traffic Inventary
Display the highest utilized Display the lowest utilized Display the managed nodes by
Metwaork, Tool, Inline Network MNetwork, Tool, Inline Network Model or Software
Ports and more Parts and more
A- (C gﬂ)
Status Summary Audit Logs Events
Display the status summary of Display the Audit Logs by Display the Events by Severity
nodes, unhealthy maps, Result
unhealthy flows. port links or
port drops -

OK Cancel

Figure 35 Add New Widget

3. Inthe Add New Widget window, select Inventory and click OK. The Inventory
configuration window is displayed. Refer to Figure 31Most Utilized Traffic Configuration.
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Inventory

Inventory Type
Choose which type of inventory to show on this widget

Physical Nodes -
Property
Which property do you want to show?
Modes By Software Version -
Site (optional)
Select a site to only display the nodes from this site

|' All Sites -

OK || Cancel

Figure 36 /nventory Configuration
4. From the Inventory Type drop-down list, select the Physical Nodes.
5. From the Property drop-down list, select one of the following:

o Nodes by Model

o Nodes by Software Version

6. Select the required tag key and tag value combination (for example: tag key is 'Site'
and tag value is 'East') for which the inventory type details must be displayed. This step
is optional.

7. Click OK.

Status Summary

Refer to the following section for the Status Summary widget details:

« Nodes' Status Summary

« Port Link Status Summary
« Unhealthy Maps

« Unhealthy Flows

« Port Drops and Errors

« Unhealthy Fabric Maps

Nodes’' Status Summary

The nodes’ status summary widget presents a graph that allows you to quickly view the
current status of the physical nodes that GigaVUE-FM is managing and the number of
nodes in a particular status, which is indicated by a color in the graph. The possible statuses
are:

« Normal (green)
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«  Warning (yellow)
« Error (orange)
« Critical (red)

For information about how the device status is computed, refer to Node Health Status.

Hovering the mouse over an area in the graph displays the percentage of nodes in that
status. In Figure 37Nodes’ Status Widget, the widget shows that there are 5 nodes in Normal
status, 4 nodes in Warning status, and 5 nodes in Critical status. There are no nodes in Error

status.

Status Summary: Node o

MNodes' Status

M Critical Warning ™ Error B MNormal

Figure 37 Nodes' Status Widget

Port Link Status Summary

The Port Link status summary widget allows you to view the current link status of all the
ports available in the physical nodes currently managed by GigaVUE-FM. Optionally, the Port
Link status can be displayed for the required combination of tag key and tag value (for
example: tag key is 'Site' and tag value is 'East'). When a particular site tag is selected, the
port link status of all the ports available in the nodes associated to that site are displayed in

the Port Link Status Summary dashboard.

Refer to Figure 38Status Summary: Port Links Widget for Status Summary: Port Links
dashboard.
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STATUS SUMMARY: PORT LINKS @

Port Type | Total i Up | Down | Disabled @
[ circuit

A cigasmarTe 2 1 1

B Hybria
[ inline Network
Inline Tool

0 Network 45 - - 45

B stack

Figure 38 Status Summary: Port Links Widget

The Status Summary: Port Links widget lists the following:

« Ports type
« Total number of ports in each type
« Total number of ports in the up, down, or disabled state

Click the numbers in the down or disabled column. A quick view provides detailed
information with the cluster ID, device host name, port ID, and port alias of all the ports in
the down or disabled state. If the port status is down, the quick view also provides
information about the time since when the port has been in down state. The down time is
displayed in minutes, hours, days, or months.

Click the port ID link for a detailed view of the packet errors, packet drops, data rate
transmitted or received, packet transmitted or received, and so on occurring on an hourly,
daily, weekly, or monthly basis. You can also view the related maps, transceiver type, speed,
and other detailed information about the port.

NoTE: All gateway ports on GigaVUE TA Series nodes are tool ports.

Unhealthy Maps

The Unhealthy Maps status summary widget lists the maps that are in unhealthy state. The
health of a map is determined by the health status of its associated components such as
ports, port groups, port pairs, GigaStream, tool port, GigaSMART group, tunneled port, virtual
port, inline network, inline tool, inline tool group, inline serial tool group, inline network
group, and GigaSMART operations. If the status of any one of the component is down, the
corresponding map is also considered unhealthy.

The Unhealthy Maps widget shows the cluster ID, map alias, and current status of the
unhealthy map. The possible statuses are:

« Critical (red)

=  Warning (amber)

« Unknown (gray)
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The health status of a map is shown as gray when the traffic health is still being computed.
The status will be updated eventually.

Click on the ID to go directly to the node. Click on the map alias to display the quick view for
the map. Hovering the mouse over the status bubble for the map displays the port or ports
related to the map that is in an unhealthy state.

Unhealthy Flows

The Unhealthy Flows status summary widget lists the flows that are in unhealthy state. The
health of a flow is determined by the health status of the pass-all maps and the priority
maps involved in the flow.

A priority map group consists of one or more maps configured with the same source ports.
The health of a priority map group is determined by the aggregated health of the
constituted maps. The health of the maps is determined by its associated components such
as ports, port groups, port pairs, GigaStream, and so on. If any one of the maps in the priority
map group is unhealthy, the corresponding priority map group is also considered unhealthy.
But, the overall health status of a flow is determined by the aggregated health of the maps
that are involved in the flow.

The Unhealthy Flows widget shows the names of the flows that are in unhealthy state and
the names of the maps that are unhealthy in the flow. Click the Flow Name to open the flow
view page.

For more information about Flows, refer to Flows.

Port Drops and Errors

The Port Drops and Errors status summary widget helps in identifying the ports with packet
drops or packet errors in the network. When a particular site value is selected, the status
summary widget lists the port types associated to that site and the number of ports having
packet drops, transmitting errors, or receiving errors in the site. You can view the number of
ports with packet drops or packet errors occurring on a daily or an hourly basis.

NOTE: To view the unhealthy ports for GigaSMART, the GigaVUE-OS node must have
Software version 5.0.

To view detailed information about the port drops and errors, click the number in the Pkt
Drops, Rx Errors, or Tx Errors column. A quick view displays the cluster ID, host name, port ID,
port alias, and the number of packet drops or errors for the list of unhealthy ports in the port
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type. If there are too many ports, click the Filter icon and filter the ports based on the cluster

ID, host name, port ID, or port alias. To clear the filters, click Clear Filters in the filter dialog
box.

In the Unhealthy Ports quick view, click the port ID for a detailed view of the type of packet
errors or packet drops occurring on a daily or an hourly basis. You can also view the related
maps, transceiver type, speed, and other detailed information about the port, which helps to

investigate the reason for the packet drops or packet errors. To return to the Ports quick
view, click Back.

To configure the Inventory widget:

1. On the left navigation pane, click on Iﬂ and from the Physical & Virtual dashboard

page, select the profile in which you want to add the widget.

2. Click Add New Widget. The Add New Widget window is displayed. Refer to Figure
21Add New Widget.
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Add Widget

Highest Traffic

Display the highest contributing
maps, ports, GigaSMART
Groups and more.

= [ll:l
Most Utilized Traffic

Display the highest utilized
Metwaork, Tool, Inline Network
Ports and more

Lowest Traffic

Display the lowest contributing
maps, ports, GigaSMART
Groups and more,
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Least Utilized Traffic

Display the lowest utilized
MNetwork, Tool, Inline Network
Parts and more

Traffic Comparison By Tags

Display the traffic comparison
between ports under different
tags

Jui

Inventory

Display the managed nodes by
Model or Software

_/\/_ (@ g:ﬂ

Status Summary Audit Logs Events

Display the status summary of Display the Audit Logs by Display the Events by Severity

nodes, unhealthy maps, Result
unhealthy flows. port links or
port drops

OK Cancel

Figure 39 Add New Widget

3. Inthe Add New Widget window, select Status Summary and click OK. The Status
Summary configuration window is displayed.

Status summary

Status
Choose which status to show on this widget

Port Links -

Site {optional)
Select a site to only display the items from this site

-

OK || Cancel

Figure 40 Status Summary Configuration
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4. From the Status drop-down list, select one of the following:

o Node—For information, refer to Nodes' Status Summary.

o Port Links—For information, refer to Port Link Status Summary.

o Unhealthy Maps—For information, refer to Unhealthy Maps.

o Port Drops & Errors—For information, refer to Port Drops and Errors.

5. Select the required tag key and tag value combination for which the highest traffic
distribution must be displayed. This step is optional.

6. Click OK.

Unhealthy Fabric Maps

The unhealthy flow maps widget displays the list of unhealthy flow maps.

The Unhealthy Fabric Maps status summary widget lists the maps that are in unhealthy
state. The health of a fabric map is determined by the health status of its associated
components such as maps, ports, port groups, port pairs, GigaStream, tool port, GigaSMART
group, virtual port and GigaSMART operations. If the status of any one of the component is
down, the corresponding fabric map is also considered unhealthy.

The Unhealthy Maps widget shows the fabric map alias and the current status of the
unhealthy fabric map. The possible statuses are:

« Critical (red)
« Warning (amber)

« Unknown (gray): The health status of a map is shown as gray when the traffic health is
still being computed. The status will be updated eventually.

Audit Logs

The Audit Logs widget shows the audit logs of successful and failed events. Optionally, the
audit logs can be displayed for a specified site. When a particular site tag is selected, the
audit logs pertaining to the clusters and nodes associated to that site are displayed in the
Audit Logs dashboard.

The Audit Logs widget presents a graph that allows you to quickly view the number of logs
in successful or failure state. In the graph, the state is indicated by color. The possible log
results are:

» Success (green)
« Failure (red)
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Hovering the mouse over an area in the graph displays the percentage of audit logs in that
result. You can also specify the audit log statuses that have occurred over the past hour, day,
week, or month. Figure 41Audit Logs by Result shows the audit log results over each of the

time periods.

Audit Logs o

1 Hour [=]

B Success W Falure

Audit Logs o
1 week [=]

W Failure &% (1)

Audit Logs

B Failurg

Figure 41 Audit Logs by Result

W Success B Failure

1 Month |=

W Success W Fallure

In this example, the Audit Logs widget shows that there is a log with the failure status that
has occurred in the last hour. When you go to the audit logs page, you can see the entries,
which matches with the information displayed in Audit Logs widget: two successes and one

failure due to an incorrect log in.

To configure the Audit Logs widget:
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1. On the left navigation pane, click on Iﬂ and form the Physical & Virtual dashboard
page, select the profile in which you want to add the widget.

2. Click Add New Widget. The Add New Widget window is displayed. Refer to Figure
21Add New Widget.

Add Widget
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Figure 42 Add New Widget
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3. In the Add New Widget window, select Audit Logs and click OK. The Audit Logs
configuration window is displayed. Refer to Figure 31Most Utilized Traffic Configuration.
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Audit Logs

Category
Choose which audit log results to show on this widget

¥ Successful
¥ Failure

OK || Cancel

Figure 43 Status Summary Configuration
4. Choose the category of audit log results you want to view:
» Successful
o Failure
5. Click OK.

Events

The Events widget presents a graph that shows the number of events that have occurred
within a particular severity level, which is indicated by a color in the graph. Optionally, the
events can be displayed for a specified site. When a particular site tag is selected, only the
events pertaining to the clusters and standalone nodes associated to that site are displayed
in the Events dashboard.

The possible severity levels are:

« Information (blue)
« Major (orange)

=«  Minor (yellow)

« Critical (red)

Hovering the mouse over an area in the graph displays the percentage and the number of
events that have occurred within the selected severity level. You can also select the time
period to view the number of events that have occurred over the past hour, day, week, or
month.

Figure 44Events Widget shows the number of events that have occurred in the past week in
each severity level for all sites. If you want more detail about the events, select Events in the
Physical page.
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Figure 44Events Widget shows the number of events that have occurred in the past week in
each severity level for the tag Santa Clara site.

Events
Site: Santa_Clara

Events

W Critical B Major Minor M Info

Figure 45 Events Widget for Santa Clara

To configure the Events widget:
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1. On the left navigation pane, click on Iﬂ and from t he Physical & Virtual dashboard

page, select the profile in which you want to add the widget.

2. Click Add New Widget. The Add New Widget window is displayed. Refer to Figure

21Add New Widget.
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Figure 46 Add New Widget
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3. Inthe Add New Widget window, select Events and click OK. The Events configuration
window is displayed. Refer to Figure 31Most Utilized Traffic Configuration.

Events

Severity
Choose which event severities to show on this widget

) Critical
5 Major
2 Minor
info

Site (optlonal)
Select a site to only display the items from this site

-

OK || Cancel

Figure 47 Status Summary Configuration
4. Choose the event you want to view in the widget:
o Critical
o Major
o Minor
o Info

5. Select the required tag key and tag value combination for which the events must be
displayed. This step is optional.

6. Click OK.

FM Health Dashboard
This chapter describes the Health Monitor Dashboard of GigaVUE-FM.

This chapter covers the following topics:

« Overview of FM Health Dashboard
« Alarm Thresholds and Notifications

You can access the Health Monitor Dashboard and view the current system
performances such as CPU, Memory and Disk Usage without being authenticated in to
GigaVUE-FM. Type <fmip>/fmHealth in your browser to view the Health Monitor
Dashboard.
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Overview of FM Health Dashboard

GigaVUE-FM is the central management appliance for the visibility fabric. Therefore,
knowing its current health is important in order to maximize the availability of the appliance.
The Health Monitor dashboard provides health information about GigaVUE-FM and makes it
possible to do the following:

» Detect problems with GigaVUE-FM so that they can be responded to in a timely
fashion.

« Provide alerts about issues that could impact the performance, such as CPU or disk
over-utilization.

The Health Monitor provides the following monitors:

« CPU utilization
«  Memory utilization
« Disk utilization

CPU Usage

67% Utilized

VL

VU W

T i T
10:00:14 AM 10:28:43 AM 105712 AM 11:25:41 AM  11:54:09 AM 122238 PM 1251:07 PM 1:19:36 PM  1:48:04 PM  2:16:33 PM
Time ¥

Memory Usage

-

Usage (%)

67% Utilized

-

Figure 48 Health Monitor Dashboards

304~
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Note: If the percentage displayed in a pie-chart is negligible or less, then it would be difficult
to click on the pie-chart arc and view the details.

CPU Utilization
The CPU Utilization Monitor displays overall CPU usage over time, providing information

about peak CPU usage. This indicates whether there is sufficient CPU processing power for
the currently deployed FM appliance deployment. For example, peak CPU usage above a
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high-utilization mark of 90 for a long period for more than 30 minutes could indicate that
the CPU power of the server is not adequate for GigaVUE-FM to manage the size of the
deployed visibility fabric.

The CPU Utilization Monitor displays utilization as donut and time charts. The donut chart
shows the percentage of utilized and available CPU. The time chart shows utilization at
specific intervals. By clicking on a point in the time chart, you can see the utilization at a
specific point in time. In Figure 49CPU Utilization Monitor, the CPU utilization at 10:49:55 AM
is 1.0 percent.

CPU Usage

L T DhH :F Sitb

Usage (%)

1% Utilized

10:02:08 AM 10:27:32 AM 10:52:58 AM 11:18:22 AM  11:42:48 AM 12:03:14 PM 12:24:40 M 1:00:08 PM 1:25:31 PM  1:50:57 PM
Time

Figure 49 CPU Utilization Monitor

Memory Utilization

The Memory Utilization Monitor displays overall memory usage over time, providing
information about peak memory usage. This indicates whether there is sufficient memory to
handle the size of the visibility fabric managed by GigaVUE-FM. For example, memory usage
above a high-utilization mark over a period for more than 30 minutes could indicate that the
amount of memory supplied to GigaVUE-FM is insufficient.

The Memory Utilization Monitor displays utilization as dough nut and time charts. The
dough nut chart shows the percentage of utilized and available memory. The time chart
shows utilization as specific intervals. By clicking on a point in the time chart, you can see
the utilization at a specific point in time. In the following figure, the memory utilization at
11:48:49 AM is 17 percent.
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Memory Usage
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Figure 50 Memory Utilization Monitor

NoTeE: When GigaVUE-FM starts up, the Memory Utilization Monitor displays around
60-65%. The utilization slowly increases up to 85% with the back end operations
running and the memory gets stabilized at this point. A spike in memory is also
observed when syslogs are more than usual.

Storage Utilization

The Storage Utilization Monitor displays disk usage levels over time for individual partitions,
providing information about peak disk usage for GigaVUE-FM logs. This provides
information that can help prevent outages due to disk out-of-space issues.

The Storage Utilization Monitor displays utilization for GigaVUE-FM logs. The bar charts show
the percentage of disk utilization in the partitions for GigaVUE-FM logs. The time chart
shows utilization as specific intervals for both partition. By clicking on a point in the time
chart, you can see the utilization at a specific point in time. In Memory Utilization, the disk
usage at 11:16:01 AM for GigaVUE-FM logs is 18.5 percent and the disk usage for GigaVUE-FM
data is 12%.

STORAGE USAGE

Usage (%)

Partition: /var

50
' 10.9% 404
304

17.7 GB free of 19.9 GB

B 5:00:00 PM
M FM-LOGS | 10.8 % Disk Usage

Figure 51 Storage Utilization Monitor

Alarm Thresholds and Notifications

For CPU, memory, and disk utilization monitoring, an alarm is triggered in the Alarms page if
the following threshold levels are exceeded:
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CPU Utilization - 80%

*» Memory Utilization- 90%
File System (/var) - 80%
File System (/config) - 80%
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Fabric Health Analytics

Fabric Health Analytics (FHA) in GigaVUE-FM is a standalone service that provides data
visualization capabilities for the following entities in GigaVUE-FM:

e Physical resources, specifically the nodes and the ports
» Virtual resources

¢ Alarm Management services

» GigaVUE-FM CPU, Memory and Disk Storage services

Using FHA! you can create visual elements such as charts that are embedded as
visualizations. The visualizations are grouped together in dashboards. You can also create
search objects using FHA. Dashboards, Visualizations and Search Objects are called

FHA objects.

Fabric Health Analytics provides the following advantages:

» Real-time data for visualization as the required data is taken from GigaVUE-FM.

» Data to be analyzed and visualized is fetched based on the access control rights of the
user.

» Trending Analysis: Visualize the trends in the traffic using pre-defined widgets.
e Capacity Planning: Utilization of resources based on health and inventory summary data.
¢ Generation of reports based on the available data.

Rules, Notes, and Limitations for Fabric Health Analytics

» All GigaVUE-FM users can create, edit and delete FHA objects2. However, you can perform
these operations only on the FHA objects created by you. You cannot delete or edit
system-defined objects such as dashboards and visualizations.

* There is no limit on the number of dashboards per user.
* You can only view the FHA objects created by other users, but you cannot edit them.

» The data available in dashboard is controlled by Role Based Access Control. That is, the
data fetched depends on the accessibility rights of the user based on the user role and
user-defined tags.

» The GigaVUE-FM backup/restore operation preserves both default and custom
dashboards and visualization. This allows the dashboards and visualizations created in the
earlier software versions to be restored in software version 5.13.00. This enables rapid
resumption of GigaVUE-FM services and also provides the users the ability to operate and
monitor the visualizations in GigaVUE-FM.

TFHA uses the OpenSearch front-end application to visualize and analyze the data in the OpenSearch database of GigaVUE-FM.
2FHA objects include Dashboards, Visualizations and Saved Search Objects.
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Statistical dashboards display data in the following two tabs.

» Metric: Displays maximum and average values of statistical counters for a specific

time period, example Rx Ports Aggregated Max Traffic, Rx Ports Aggregated Average
Drop Traffic

e Trends: Displays trend of statistical counters for a specific time period, example Rx
Port Statistics (Bits/s), Tx Port Statistics (Bits/s), Tool GigaStream Maximum Rx Rate
(pps) by member port Alias

e The Inbound and Outbound Port Statistics dashboards display metric values for the top
1000 port elements in visualizations (as the total count it set to 1000).

» By default, all statistical dashboards display data based on a pre-selected cluster ID to
avoid performance issues in a scaled environment.

e For rate-based visualizations in the default system dashboards and cloned system
dashboards, the axis-min setting (under panel option) is set to zero (0). An empty graph is
therefore displayed when the data point values are zero. However, for visualizations in the
dashboards created using the Create Dashboard option, you must manually change the
axis-min setting to '0' for an empty graph to be displayed.

e For gauge-based visualizations "no data to display" message is received in case of the
following scenarios:

e GigaVUE-FM or the device is down during a particular time interval.
e No traffic in the device and the axis-min panel option is set to value > O.

e For rate-based visualizations, "no data to display" message is received in case of the
following scenarios:

e With Drop Last Bucket set to 'Yes' and time interval range <15 minutes or time range
has less than three data points.

e With Drop Last Bucket set to 'No' and time interval range <10 minutes or time range
has less than two data points.

Control Filters in FHA Dashboards

You can use control filters in your dashboards to filter and display the data you want to
explore:

» To filter data in the visualizations based on the required tag keys and tag values, clone the
required statistical dashboard and edit the Sample - Tags option in the Control Filters.
Refer to Filter Data Using Tags in Control Filters

Reference Topics

Refer to the following sections for details:

» Get Started with Fabric Health Analytics Ul
* Work with the Fabric Health Analytics User Interface

Get Started with Fabric Health Analytics Ul

The Fabric Health Analytics option is listed under the Dashboards. To access the FHA Ul:

78



GigaVUE Fabric Management Guide

1. On the left navigation pane, click on Iﬂ
2. Select Analytics . The following options are listed:
» Dashboards: Refer to the Dashboards section for details.

» Visualization: Refer to the View System Visualizationsection for details.

+ Discover: Refer to the Discover section for details.
» Reports: Refer to the Reports section for details.
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The following figure shows the available options in the Fabric Health Analytics Dashboard
page.

Physical &V tual

AR Dasnooard | Alarms

n
< By seacn KL © v Last7days Showdates | G Refresh ﬁ@
@  +Add filter

inventory Status (Virtual) | Inbound
App Usage | Bundi

ysical) | Gircuit and Stack GigaStream Statistics | Tool GigaStream Statistics | GsGroup Statistics | Capacity

ity Planning | Eabric Health | VSeris

Alarms By Resource Type ) Acknowledged vs Unacknowledged Alarms Alarms By Severity )

O)

FM Instance: GigaVUE-FM

Last Updated At Jul 13, 2021 13:23:51

Refer to the following table for details:

e escion —————

Name of the Dashboard: Example Alarms. Dashboards
2 Search box ) o o
) Filter Data in Visualizations
3 Add Filter

N

Dashboard Navigation bar Add Navigation link in Custom Dashboard Pages

56  Working with the GUI Work with the Fabric Health Analytics User Interface
7 Refresh Use to manually refresh visualizations
8 Visualizations

View System Visualization

Work with the Fabric Health Analytics User Interface

You can perform the following tasks from the Fabric Health Analytics Ul:

e Share
 Clone
e Reporting
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Set as Default
» Copy Dashboard Path
Add Tags in Visualizations

e Search Data
o Filter Data in Visualizations

Share

Use to share Dashboard pages with other users. To share a dashboard:

1. Navigate to the Dashboard page that you want to share.

2. From the top navigation bar, click Share.

3. The following options are available:
« Embed Code: Use to share the dashboard in an iFrame Embed URL.
* Permalinks: Use to share the permalink URL of the dashboard page.

Clone

Use to clone the system dashboard pages. Refer to the Clone Dashboard section for the
details.

Reporting

Use to generate the report in PDF or in PNG format that can be downloaded instantly. The
generated report is also listed in the Reports page. Refer to the Reports section for details.

GENERATE REPORT
| hours ‘es G Refresh

&, Download PDF

&, Download PNG

it and Stack Gigeeereere g Statistics | GsGroup

Set as Default ﬁ

Use to change the default dashboard page:

* Navigate to the specific dashboard page.

Click @ to set this dashboard page as default.
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Copy Dashboard Path [ i ‘

The GigaVUE-FM Analytics page allows you to add links in custom dashboard pages for
navigating from one dashboard page to another dashboard page without going to the
listing page. To do this:

Navigate to the custom dashboard page on which you need to add the link.

Click on @ icon to copy the relative path.
Create a new markdown visualization or Edit an existing markdown visualization.

Paste the link in [Title](RelativePath) format. For example [Alarms](#/dashboard/fha-
alarms).

Add the markdown visualization to any of the custom dashboards on which the links of
other dashboards needs to be added.

—
—

Auto Refresh Tags in Visualizations ——

In Fabric Health Analytics, the data is saved as index patterns in the Elastic Search database
and is fetched into the various fields in the visualizations. However, when you add tag ids
dynamically in GigaVUE-FM and associate the tags to the various resources, the tag ids are
not automatically refreshed in the visualizations. To add the new tags in visualizations:

1. Create new tag key and tag values from the tags page. Refer to the Create User-
defined Tag section in the GigaVUE Administration Guide.

2. Associate the resources to the tag keys and tag values. For example, to add tag key and

tag values to the physical nodes, refer to the Add New Physical Node or Cluster to
GigaVUE-FM

—

3. Click on — Refresh Index Pattern icon for the newly added tags to get reflected in the

visualization filters in the system and custom visualizations.

Filter Data Using Tags in Control Filters

Customize the Tag Sample - Statistics option available in some of the Statistical
Dashboards to filter the data based on the required tags.
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Dashboard = Map Statistics(Physical) Share
[l ~ Search

KQL @ ~  Last1hour
@ Map X || clusterld: 10.115.34.9 x | + Add filter

Alarms | Events | Inventory Status (Physical) | Inventory Status (Virtual) | Inbound Port Statistics | Outbound Port Statistics | Map Statisti ysical) | Map Rule Statistics | Circuit and Stack GigaStream Statistics | Tool GigaStream St
Eabric Health | VSeries Node Statistics | Dedup | Tunnel | App Usage | Bundle Usage | App Usage Summary, | Bundle Usage Summary, | Reports

o]

Tag Sample - Statistics Cluster ID Map Type Map Alias
Select..

10.115.34.9 X Q- Select..

~ Select..

Pre-requisites

e Ensure to add the required tag keys and tag values to the tags page, and associate the
tag values to the resources.

—

Use the = Refresh Index Pattern icon for the newly added tags to get reflected in Fabric
Health Analytics page.

Consider a scenario in which you want to filter the inventory details in GigaVUE-FM based on
a newly created tag key called SITE:

To do this:

1. Clone the required statistical dashboard.
2. Click Edit.

Scroll to the Control Visualization panel. Click Options and select Edit Visualization.

Dashboard = Editing Inbound Port Statistics Metric Clone

Options ~ Share  Add Reporting Cancel Save g @ < e
B v  Search KQL @ v  Last1hour Show dates < Refresh
@ | Port x || clusterld:is one of 100,10115.206.21 X | + Add filter

. i
[No Title] Filter: clusterld: is one of 100, 10.115.206.21. Select for more filter actions. ‘ o)
Alarms | Events | Inventory Status (Physical) | Inventory Status (Virtual) | Inbound Port Statistics | Qutbound Port Statistics | Map Statistics(Physical). | Map Rule Statistics | Circuit and Stack GigaStream Statistics | Tool GigaStream Statistics |
GsGroup Statistics |.Gapagity. Plannina.| Fabric Health | VSeries Node Statistics | Dedun.| Tunnel | Aop. Usage | Bundle Usage | Aop. Usaae Summary.| Bundle Usage. Summary.] Reoorts.... . ?
OPTIONS &
Metric | Trend ¢ Edit visualization
[No Titie]® Clone panel ©
Tag Sample - Statistics Cluster ID Hostname Port Type Portil > Eqit panel title
Select... 100 X 10.15.206.21 X -4 Select... ~ Select... ~ Sel
=== More >
J
! Total Port Capacitv (3 3t | Rx Ports Aaareaated Max Traffic () 5t | RxPorts Aaareaated Max Drov Traffic(  f5t! ' Rx Ports Aaareaated Max Discard Traff..() 5t | RxPorts Aaareaated Max Error Traffic 6%

4. In the Control tab, configure the following. This is for filtering the data based on the
tag value SITE.

Control Label Site

Index Pattern

Field

fmstats*

tag.site
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1]

Controls  Options

~ SITE ™ v X

Control Label

SITE

Index Pattern

fmstats* [« VY

Field

tag.SITE | | [ I

Parent control

Cluster ID 7

Options are based on the value of parent control. Disabled if parent is
not set.

@& | Mutiselect

Allow multiple selection

@& | pynamic options

Update options in response to user input

~ Cluster ID ENENPI 4

Control Label

Cluster ID

Index Pattern
% Discard [> Update

5. Configure the existing tags as required:

Parent Use to configure a specific field as a parent based on which the other
Control fields are filtered

Multiselect Use to select multiple variables within a field

Dynamic Use to update the dashboards and visualizations dynamically based
Options on this criteria.

6. In the Option tab, configure the following:

Update Kibana filters on

each change

Use time filter To update the data based on the time filter configured
in the dashboard.

Pin filters for all applications

7. Click Update to update the changes.
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8. Customize the panel title or remove it, as required. Move the control visualization to
the top.

You can also create a new control visualization using the steps described above.

Search Data

To search your data:

e Enter the search criteria in the Query bar.
o Press Enter or click Update/Refresh button to submit the request.
¢ Click the Saved Queries icon to save the current query.

You can use Kibana's standard query language (KQL).

NoTE: When you submit a search request, the histogram, Documents table, Fields list
and all the widgets in the dashboard are updated to reflect the search results.

Filter Data in Visualizations

Fabric Health Analytics provides various options to filter your data:
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» Time Filter: Use time filter to retrieve search results for a specific time period.

Use the Refresh option to refresh the dashboards for the selected time interval. It is
recommended to configure a longer time interval.

Use Quick Select option to change the time interval.
© v ~ adayago = now

Quick select 4 >

Last v 24 hours ~ Apply

Commonly used

Today Last 24 hours
This week Last 7 days
Last 15 minutes Last 30 days
Last 30 minutes Last 90 days
Last 1 hour Last 1 year

Recently used date ranges

Last 24 hours
Last 1 hour
Today

Last 7 days

Refresh every

10 minutes v O Stop

Use the CHANGE ALL FILTERS to configure the following options:
» Enable all: Enables all saved filters
« Disable all: Disables all saved filters
e Pin all: Filter is applied to all the dashboards
e Unpin all: Filter is no longer applied to all the dashboards
* Invert Inclusion: Included filters will be inverted.
 Invert enabled/disabled: Enable and disable options are inverted
 Remove all: Removes all filters
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[3) ~ Search

©  CHANGE ALL FILTERS

Enable all

2 2

@ Disable all
Alar i1 pin all
I Unpin all
© Invert inclusion
Invert enabled/disabled

¥/ Remove all
.

Filtering in visualizations:

)| Invent
1| VSerie

sknowleds
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» Select and drag an area of the visualization for a specific time interval. All the

visualizations in the dashboard get updated for that time interval. The time interval
also gets updated in the Quick Select.

e Double click on an area in the visualization and select the required filters to apply.

Select filters to apply

@& ) resourceType: map

@& ) type: AlarmCreateEvent

Cancel Apply

« Control Visualizations: Use Control Visualizations to filter the data based on tags. For
example, in the Inbound Port Statistics visualization, you can filter the data based on
the cluster id, port number, port id or port alias. Refer to the following sections:

e Add Tags in Visualizations
e Filter Data Using Tags in Control Filters

[s]

Alarms | Inventory Status (Physical), | Inventory Status (Virtual) | Inbound Port Statistics | Outbound Port Statistics | Map Statistics(Physical) |

Capacity Planning | Fabric Health

Tag Sample - Statistics ClusterID Port Type PortID Port Alias

Select.. Select v Select. Select. Select...

Visualizations

Visualization refers to the visual representation of data in various forms such as pie charts,
time series graphs and other visual elements.

Using FHA you can:

* View System Visualizations
e Create Custom Visualizations
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View System Visualization

System visualizations are pre-defined visualizations that are available by default in GigaVUE-
FM. To view the system visualization:

1. Click the Dashboard icon on the left navigation pane.
2. Select Analytics > Visualizations.
3. Choose the required system visualizations.

@ GigaVUE-FM

MW Visualize
= Q search...
Title Type Description
Nodes By Health Status © Pie Nodes By Health Status
Acknowledged vs UnAcknowledged 10 Vertical Bar Acknowledged vs UnAcknowledged
Alarms Alarms
Acknowledged vs UnAcknowledged 10 Vertica Bar Acknowledged vs UnAcknowledged
Alarms (copy) Alarms
Alarms By Resource Type & Pie Alarms By Resource Type
Alarms By Resource Type & Pie Alarms By Resource Type
Alarms By Severity [In Vertical Bar Alarms By Severity
Alarms By Type & Pie Alarms By Type
Available Ports Metric Available Ports
Average CPU used, normalized by the
Average CPU Usage Gauge & TsvB number of cores, across GigaVUE-FM
Servers
Average CPU used, normalized by the
Average CPU Usage Trend & TSVB number of cores, across GigaVUE-FM
Servers
Average disk used across GigaVUE-FM
o] Average Disk Usage I Vertical Bar Sewei g

Create Custom Visualizations

You can create custom visualizations by cloning the existing system visualizations or
creating a new visualization.

Clone a Visualization

To clone a visualization:

On the left navigation pane, click on Iﬂ Select Analytics > Visualization.
Select the visualization for which you need to create a clone.

Make the required changes.

Click Save As.

Enter a name for the new Visualization.

oA WN

Click Save As. The new visualization will be added to the list page.
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Create a Visualization

To create a new visualization:

1. On the left navigation pane, click on Iﬂ Select Analytics > Visualization.
2. Click Create Visualization.

V|Suallzat|on8 @ Create visualization
QU search...
Title Type Description Actions
Control Filter - Port Type 2z Controls Filter by Port Type &
TEST Rx Port Statistics(Bits/s) v TSVB Rx port statistics in Bits per second &
5G LTE Filter 25 Controls 174
— Data table view of 5G sessions per
5G Sessions by GsGroupAlias Data Table P &

GsGroup alias

3. In the New Visualization page, select the required Visualization Type.
New Visualization

QU Filter Line
Emphasize trends

& s O

Coordinate

Area Controls Data Table
Map
(=]

= ) Q) 9
Gantt Chart Gauge Goal Heat Map

v re .

= P | T 8]

Horizontal Bar Line Markdown Metric

G n i =

Region Map TSVB Tag Cloud
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4. Select the data source for the visualization.
New Metric / Choose a source(®)

Q Search... Sort ~ Types 2

(1 Alarm Events v Ascending

(1 Alarm Summary Descending

(1 Card/Slot Summary Search
(1 Cloud Connection Summary
() Cluster Summary Search

() Filter Resource

2 fmalarms*

2 fmevents*

¢ 1 2 3 4 5

5. Enter the required details for the type of visualization selected. Refer to the table below
for more details.

6. Click Save.

7. In the Save Visualization dialog enter the Title and Description for the visualization
and click Save.

Type of Visualization Description

Metric Displays a single number for the selected aggregation.

Data table Displays the raw data of a composed aggregation.

Pie Chart Display each source'’s contribution to a total.

TSVB Combines an infinite number of aggregations and pipeline
aggregations to display complex data in a meaningful way

Line Chart, Area Chart, Compares different series in X/Y charts.

Horizontal and Vertical Bar

charts

Heat maps Shade cells within a matrix.
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Markdown widget Display free-form information or instructions.

Goal and Gauge Displays a gauge

Coordinate map Associate the results of an aggregation with geographic
locations.

Region map Thematic maps where a shape’'s color intensity corresponds
to a metric's value.

Visualizations - Example Work Flows

This section includes examples for configuring the visualizations:

» TSVB Chart Displaying Traffic Trend

* Pie Chart Displaying Alarms Summary
e Metric Displaying Card Count

e Bar Chart for Alarms by Severity

TSVB Chart Displaying Traffic Trend

To create a TSVB chart that shows traffic trend for every five minutes:

1. Click Create Visualization. In the New Visualization page, select TSVB.
2. Click Panel Options.

Data Paneloptions Annotations

Data

Index pattern Time field Interval Drop last bucket?

fmstats* timestamp Qv >=5m O ves No
Examples: auto, 1m, 1d, 7d, 1y, >=1m
Panel filter Ignore global filter?
Search KaL Yes © No
3. Select or enter the following details under Data:
Index Pattern fmstats*
Time field Timestamp
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Interval Must be
>=5
minutes

Drop last bucket Must be
checked

4. Click Data and Select Metrics.
Fane\ options  Annotations
~ [l vaxByetsis) @
Options
% Aggregation Field =@
Aggregation Function =@
—* Series Agg -~ Sum (- 3%
Group by
Top Order by Direction

Max of port.rx.octetsRps

Select or enter the following details:

v Descending

Aggregation

Field

Create another aggregation
Aggregation

Function

Group By

By

Top

Order by

Label: Configure the label as Max Rate (Bytes/s)

Max
port.rx.octets.Rps

Series Agg

Sum

Terms

PortldToClusterld

10

Max of port.rx.octets.Rps

5. Select Options.

TSVB Chart Displaying Traffic Trend
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Data Panel options  Annotations

v . Max(Byets/s) <]
Metrics
Data Formatter ~ Template
I((value})/sl
eg. {{value}}/s
Filter
Search KQL
Chart type Stacked Fill (0to1) Line width Point size Steps.
line v~ None v 05 1 1 Yes © No
Data Formatter Bytes
Template Values/s

5. Click Save to save the visualization.

NoOTE: Use the chart type option allows you to configure the chart.

Pie Chart Displaying Alarms Summary

To create a pie chart that shows alarm summary:

1. Click Create Visualization. In the New Visualization page, select Pie.

2. Select the data source for the visualization. It can be either an index pattern or a saved

search object. In this example, Alarm Summary is selected as the data source.

Pie Chart Displaying Alarms Summary
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3. Click Data. Configure the Metrics and Buckets as shown in the following figure.

1 Alarm Summary =
Data Options
Metrics
v Slice size
IAggregation Unigue Count help
Unique Count e
Field
*_id -
Custom label
Alarms
» Advanced
Buckets
v Split slices x
Aggregation Terms help
Terms e
Field
P type v
Order by
Metric: Alarms e
Discard > Update

» Aggregation function: Select Unique Count. This returns the number of unique
values in a field.

» Field values: _Id and Type can be changed as per your requirements

» Field value _Id: The field that you want to visualize (in the example, id is being
used because it is unique for each node)

» Field value Type: The Field that you want to use to split the pie chart (in the
example, type is being used to slice the chart)

4. Click Update to update the visualization.

NoTE: Use the Options tab to configure the required visual effects such as
configuring the pie chart as a donut, adjusting the position of the legend, and so on.

Pie Chart Displaying Alarms Summary
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I

Q) Alarm Summary

Data Options

Pie settings
@ Donut

Legend position

Right ~
@ show tooltip

Labels settings

Show labels
@ show top level only
@ show values
Truncate

100

Metric Displaying Card Count

To create a Metric visualization that shows the number of cards:

1. Click Create Visualization. In the New Visualization page, select Metric.

2. Select the data source for the visualization. It can be either an index pattern or a saved

search object.

Configure the Aggregation as Count.

4. In the Add Filer option, configure the following:
» Filter: resource.type

W

e Operator: is
e Value: Card
5. Click Update.

Refer to the following image:

Metric Displaying Card Count
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Inspect  Share  Reporting = e

Visualize | Create
B~ res KQL @ v oOff 21 Update
© | resource.type: card X | + Add filter
EDIT FILTER fminventory* =
Field Operator | BE0 G
# resource.type ~ i ~ Metrics
Value ~ Metric
Select a value ~ Aggregation Count help
port - Count v
map
Custom label
gigastream
Card(s)
q card 3 Il
fan
card Card(s) © ped
Buckets

© Add

powerModule

slot filterResource

> Update

Discard

NoTE: Use the Options tab to configure the required visual effects such as adjusting

the font size.

Bar Chart for Alarms by Severity

To create a bar chart that shows the number of alarms based on severity:

Click Create Visualization. In the New Visualization page, select Vertical Bar.

2. Select the data source for the visualization. It can be either an index pattern or a saved
search object. In this example, fmalarms is selected as the data source.

Click Data. Configure the Metrics and Buckets as shown in the following figure.

1.

* Metrics
e Aggregation: Count

e Bucket
» Aggregation: Terms

e Field: Severity
e Order by: Metric Count

Bar Chart for Alarms by Severity
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fmalarms* =

Data Metrics & axes Panel settings

Metrics
~ Y-axis
Aggregation Count help

Count b

Custom label

@ Add

Buckets
o X-axis @ =%

Aggregation Terms help
Terms hd
Field
saverity o
Order by

Metric: Count hd

Order Size
Descending ~ 100
Group other values in separate bucket
Show missing values

Custom label

Severity

| Advanced

Exclude
Include

JSON input (3
1

» Discard [+ Update

4. Under Advanced, select Split series and configure the following:
e Sub aggregation: Terms
e Field: resourceType
e Order by: Metric Count

Bar Chart for Alarms by Severity
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> Advanced

# | Split series @ =
Sub aggregation Terms help
Terms hd
Field

* resourceType ~
Order by
Metric: Count hd
Order Size
Descending ~ 100

Group other values in separate bucket
Show missing values
Custom label

Resource Type

5. Under Metrics & Axes, configure the following:

fmalarms* =
Data Metrics & axes  Panel settings

Matrics

~ Count

BottomAxis-1 e

Chart type Made
Bar ~  Stacked ~

Y-axes [}

> BotlomAxis-1 Count

X-axis
Position
Left -
@) Show axis lines and labels
Labels
@D Show labels
@D Filter labels

6. Click Update.

Dashboards

A dashboard is a collection of visualizations. Click on Analytics > Dashboard. The Alarms
dashboard page, which is the default dashboard page, appears.

Click the Dashboards menu on the top navigation bar of the Analytics page to view all the
system dashboards.

From the Dashboards page, you can:

Bar Chart for Alarms by Severity
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¢ View System Dashboards

» Create Custom Dashboards by cloning existing system dashboards or creating new
dashboards.

View System Dashboards

The system dashboards is the list of pre-defined dashboards created in GigaVUE-FM. Refer
to the System Dashboards section for the list of system dashboards and the associated
visualizations.

E Notes:

= You cannot edit or delete the system dashboards. However, you can create your own
personalized dashboards as per your requirements.

= GigaVUE-FM will display default static description text for each of the system defined
dashboards.

You can perform the following operations:

Share Use to share the Dashboard page. The following options are available:

» Embed Code: To share the code either as a snapshot or saved object.
» Permalinks: To copy the permalink of the dashboard page.

Clone Use to clone the system dashboard page that you are in. Refer to Clone

Dashboard

Reporting Use to generate the report in PDF or in PNG format.

Clone Dashboard

GigaVUE-FM does not allow you to edit the default dashboards. However, you can clone the
system dashboard and make changes to the new dashboard.

To clone a dashboard:

A WN

On the left navigation pane, click on Iﬂ Select Analytics > Dashboards.

Navigate to the dashboard page for which you need to create a clone.

Click the Clone button on the submenu bar.

Enter a name for the new dashboard and click Confirm Clone. The new dashboard is

100
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created.

Dashboard | Events I Share -m Reporting w fh {?} 2]
B v~ Search

KQL

® v Last7days Show dates G Refresh
@  +Add filter

Alarms | Events | Inventory Status (Physical) | Inventory Status (Virtual) | Inbound Port Statistics | Qutbound Port Statistics | Map Statistics(Physical) | Map Rule Statistics | Circuit and Stack GigaStream Statistics | Tool GigaStream
Statistics | GsGroup Statistics | Capacity Planning | Fabric Health | VSeries Node Statistics | Dedup | Netflow | Tunnel | App Usage | Bundle Usage | App Usage Summary, | Bundle Usage Summary, | Reports

Cluster ID Host Name
Select.

Select...

Refer to the Edit Dashboard section for details on editing the dashboard.

Create New Dashboard

To create a new dashboard:

1. Go to Dashboards -> Fabric Health Analytics -> Dashboards.

2. Click the Dashboards menu on the top navigation bar of the Analytics page.
3. Click Create Dashboard.

Bar Chart for Alarms by Severity
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Dashboards

Q) search...
Title Description Actions
5G LTE Sessions GigaVUE-FM Analytics dashboard: 5G LTE Sessions
Alarms GigaVUE-FM Analytics dashboard: Alarms
App (Virtual) GigaVUE-FM Analytics dashboard: App (Virtual)
App Usage Summary GigaVUE-FM Analytics dashboard: App Usage Summary

Application Performance

GigaVUE-FM Analytics dashboard: Bundle Usage

Bundle Usage Summary Summary

Capacity Planning GigaVUE-FM Analytics dashboard: Capacity Planning

GigaVUE-FM Analytics dashboard: Circuit & Stack

Circuit and Stack GigaStream Statistics Inbound Trend ) o
GigaStream Inbound Statistics Trend

GigaVUE-FM Analytics dashboard: Circuit & Stack

Circuit and Stack GigaStream Statistics Metric
9 GigaStream Statistics Metric

GigaVUE-FM Analytics dashboard: Circuit & Stack

Circuit and Stack GigaStream Statistics Outbound Trend
9 GigaStream Outbound Statistics Trend

Daily App Usage GigaVUE-FM Analytics dashboard: Daily App Usage
Daily Bundle Usage GigaVUE-FM Analytics dashboard: Daily Bundle Usage
Dedup (Virtual) GigaVUE-FM Analytics dashboard: Dedup (Virtual)
Endpoint (Virtual) GigaVUE-FM Analytics dashboard: Endpoint (Virtual)
Events GigaVUE-FM Analytics dashboard: Events
Fabric Asset Inventory GigaVUE-FM Analytics dashboard: Fabric Asset Inventory
Fabric Health GigaVUE-FM Analytics dashboard: Fabric Health
Fabric Health Storage GigaVUE-FM Analytics dashboard: Fabric Health Storage
Fabric Map Statistics(Physical) GigaVUE-FM Analytics dashboard: Fabric Map Statistics
Flow Filtering GigaVUE-FM Analytics dashboard: Flow Filtering

Rows per page: 20 v 1 2 3 >
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4. In the Editing New Dashboard page, you can:
a. Add an existing visualization. Click Add an Existing link.

b. Create a new object. Click Create New. For instructions, refer to Clone a
Visualization

Dashboard = Editing New Dashboard

[8) ~ Search

&  + Add filter

Add an existing or new object
to this dashboard

® Create new

5. Click Save.

6. In the Save dashboard dialog box, enter the Title and Description for the dashboard
and click Save.
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Save dashboard

Title

Description

Y  Stare time with dackhhaard

Cancel Save

To make further changes to the dashboard, refer to the Edit Dashboard section.

Edit Dashboard

Edit the new dashboard page to suit your requirements. From the cloned dashboard page,
click Edit to perform the following operations:

Option Description

Options Use to set the following options:

« Use margins between panels

o Show panel titles
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Add Use to Add Panels to the dashboard

Create New | Use to create a new visualization

S Use to edit the following:

« Edit Visualization: Edit the required visualizations.
+ Clone Panel: Clone the panel.

« Edit Panel Title: Edit the panel title.

« Maximize Panel: Maximize the panel.

« Replace Panel

+ Delete from Dashboard: Delete visualizations that you no longer need on the new

-
Dashboard | Events Copy1 Share  Clone  Reporting | & Edit w||l@|| eS| e
B v Ssearch KaL @~ Last7days Showdates | G Refresh
©  + Add filter
Alarms | Events | Inventary Status (Physical) | Inventory Status (Virtual) | Inbound Port Statistics | Outbound Port Statistics | Map Statistics(Physical) | Map Rule Statistics | Circuit and Stack Gig Statistics | Tool GigaStream Statistics | GsGroup Statistics | Capacity Planning |
Eabric Health | VSeries Node Statistics | Dedup | Netflow | Tunnel | App Usage | Bundle Usage | App Usage Summary, | Bundle Usage Summary | Reports
Cluster ID Host Name
Select... ~ Select... ~
Events By Type
30,000
102,809 344,998 -
10,000
' ! His--

Events Syslog Messages 0

Click Save to save the changes to the dashboard. In the Save Dashboard dialog box, use the
toggle option to save the changes to a new dashboard. Click Cancel to discard the changes.

Reports

The Reports option allows you to download the data in the dashboards and visualizations in
PDF or PNG format.

NoTE: You can download data in .csv format from the Discover page.!

To download the reports

1. On the left navigation pane, click on Iﬂ

2. Select Analytics and click Reports. The list of reports is displayed. It can be either On
Demand or Schedule.

3. Click on a report to view the details and download the report.

The Report Definitions option allows you to schedule automatic generation of reports. To
create report definition:
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1. Click Create.
Create report definition

Report Settings

Name
Report name (e.g Log Traffic Daily Report)

Walid characters are a-z, A-Z, 0-8, [}, [], _ (underscarel, - {hyphenl and

(=pace).
Description (optional)

Describe this report (e.g Moming daily reports for log
traffic}

Report source
Dashboard

Visualization

© 5saved search
Select saved search

Select a saved search w

Time range
w  Last 30 minutes Show dates

Time range is relative to the report creation date on the report trigger.

File format

csv

Report trigger

Trigger type
© On demand
Schedule

2. Select or enter the following details under Report Settings:

Field Description

Name Name of the report.

Description Description for the report.

Report The report source from which the report is generated. It can be Dashboard,

Source Visualization or a Saved Search object.

Select Select your Dashboard, Visualization or the Saved Search object,
accordingly.
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Dashboards and Visualizations will be downloaded in PNG or
PDF format.

Saved search objects will be downloaded in CSV format.

Time Range Select the time range for your report.

File Format Select the required file format.
Header and Add a header or footer for the report. Headers and footers are only available for
Footer dashboard or visualization reports.

3. Select or enter the following details under Report trigger:
» Trigger type
e On Demand
e Schedule

* Request time
» Recurring: Select Frequency and the Request time.
e Cron-based: Select the Custom cron expression.
e Select the required time zone.

4. Click Create.

Discover

The Discover page allows you to view and explore your data, and consists of the following
sections:

« Add filters: Use to create queries and filters. Click Add filters to add a filter. You can also
use time filters along with the filter created. Use the saved filters in dashboards and
visualizations. Refer to the Add Filter section for details.

» Date Histogram: Displays how data is ingested over time.
 Documents: Displays the documents. Expand the documents to view more details.

» Field list on the left: Displays fields available in the data. Click on a field to view the most
common values.

The Filter by Type option allows you to filter the data based on the following criteria:

Aggregatable Select Yes to extract summaries from matching documents. For example,
count is a type of aggregation.

Searchable  Select Yes to filter the data based on specific conditions. For example, filter
the data for the last 24 hours.
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Type Field type. Allowable values are:
e String
e Number
e _Source
e Date

[F v Search KQL N ~ 15 minutes ago -

@+ Add filter

=
fmalarms* 4 hits
Q) search field names Aug 12, 2021 @ 12:08:17.806 - Aug 12, 2021 @ 12:23:17.806 Auto N

© Eilter by type o

rLTerBy Hide field filter settings

s
Aggregatable any yes no .

Count

Searchable any yes o 2:08:00 2:10:00 12:11:00 12:12:00 2:13:00 12:18:00 12:15:00 12:16:00 12:47:00 12:18:00 12:18:00 2:20:00
timestamp per 30 seconds
Type any 4
Time « _source

‘ Hide missing fields > Aug 12, 2021 & 12:23:08.362  severity: Critical resourceld: 2/1/x8 acknowledged: false parentIds: description: 1 packets dropped. clusterId: 188 type: Port

correlatedEntityCount: 1 alarmId: 186-CHENMAI-TA18-FHA-devicePortUnhealthy-Port-2_1_x8 alias: Circuit_hc2_tal8_2_1_x8 tag.__physic
t] alias Cluster18@_TA18-HC2 tag.SITE: MDU tag.__placement: TAP_NODES tag.__physical gigastream_alias: GigastreamCircuit-Cluster1®8_TA18-HCI
t | clusterld resourceTypeName: Port timestamp: Aug 12, 2021 @ 12:23:@8.362 resourceType: port _id: 188-CHENNAT-TA18-FHA-devicePortUnhealthy-Por
@ correlatedEntityCount _index: fmalarms _score: -
t] description > Aug 12, 2021 € 12:17:38.389  seyerity: Critical resourceld: 2/1/x7 acknowledged: false parentIds: description: 1 packets dropped. clusterId: 168 type: Port
I}l Rostrame correlatedEntityCount: @ alarmId: 188-CHENNAI-TA18-FHA-devicePortUnhealthy-Port-2_1_x7 alias: Circuit_hc2_tal8_2_1_x7 tag.__physic
t| parentlds Cluster16@_TA1@-HC2 tag.SITE: MDU tag.__placement: TAP_NODES tag.__physical gigastream_alias: GigastreamCircuit-Cluster1®@_TA1@-HC:
t | resourceld resourceTypeName: Port timestamp: Aug 12, 2021 @ 12:17:38.389 resourceType: port _id: 18@-CHENNAI-TA18-FHA-devicePortUnhealthy-Por
Tl raenrmaTina _index: fmalarms _score: -

You can perform the following operations from the Discover page:

New Use to create a new saved search object.

Save Use to save your search and use it later. You can also
generate a CSV report or use the saved search object in
dashboards and visualizations. Refer to Save Search
section for details.

Reporting Use to generate and download the report in CSV format.
Open Use to open the list of existing saved search objects.
Share Use to share the saved search object to other users.
Inspect Use to view details such as number of hits, index pattern,

index pattern id, request and response details.

Add Filter

To add a filter:
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Click Add filter. The Edit Filter pop-up appears.
Select the required field, the operator, and the value.
Click Save to save the filter.

HWN

You can create custom label for the filter.

Discover

[8] ~ Search

&  + Add filter
fme  eoir FiLTER

Field Operator

_type ~ is ~
Seles
g» | Value
ABvail events N
t
: [ | . |
t00

?
> Create custom label? 15:33:00 15:34:00 15:35:00

Cancel Save
LI _source

Save Search

Use the Save Search option to save queries, filters, and current view of the Discover page,
such as the columns selected in the Document table, the sort order and also the index
pattern. To save a search:

1. Create a search criteria that you want to reuse, click Save in the toolbar.

2. Enter a name for the search and click Save.

3. Use the saved search objects in the dashboards and visualizations by selecting the
search objects using the Add from library option.

Find Data

Use the Discover page to find the data you need to analyze. You can also specify the time
range in which to view that data:

On the left navigation pane, click on Iﬂ
Select Analytics and click Discover.
Select the index patterns for which you want to find the data. For example, fmalarms.

A WN

Adjust the time range to view the data for the required time range.
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NOTE: The range selection is based on the default time field in your data. If the
data does not have a time field, the range selection is not available.

5. To view the count of data for a given time in the specified range, click and drag the
mouse over the histogram.

System Dashboards

The following table lists the various system dashboard pages.

NoTE: Few dashboard pages have Control Visualizations that help you narrow down
the data displayed in the visualizations based on the selected criteria.

Table 1: System Dashboards.

Dashboard Details Visualizations
Alarms Displays data related to Alarms. Alarms is the default dashboard Alarms by Resource
page. Type

Alarms by Severity

Clicking on a legend in the following visualizations in the Alarms
dashboard navigates you to the Alarms page. The alarms are listed
based on the filters in the FHA page:

Acknowledged vs.
Unacknowledged
Alarms

e Alarms By Resource Type Alarms Raised vs

e Acknowledged vs Unacknowledged Alarms Cleared by

e Alarms by Severity Resource Type

e Unsuppressed vs Suppressed Alarms by Resource Type Suppressed Alarms
Count

Suppressed Alarms
by Nodes

Unsuppressed vs
Suppressed Alarms
by Resource Type

110

Bar Chart for Alarms by Severity



GigaVUE Fabric Management Guide

Visualizations

Dashboard Details
Events Displays data related to Events. Events by Type
The following metrics are displayed at the top:
e Number of Events Events by Severity
e Number of Syslog Messages
Clicking on a legend in the following visualizations in the Events )
. . . Syslog by Severity
dashboard will navigate you to the Events page. The events will be
listed based on the filters in the FHA page:
e Events by Severity Top 10 Event
e Events by Type Contributors
e Top 10 Event Contributors
Use the following fields in control visualizations to filter the data: Top 10 Syslog
e Cluster ID Contributors
e Host Name
Inventory Status Displays status of the physical resources. The following metrics are Nodes by model
(Physical) displayed at the top: and software
e Number of clusters version
e Number of standalone nodes Port by type and
e Number of Nodes health
e Number of Ports Card by type and
e Number of Cards health
Use the Tag Sample - Inventory control visualizations to filter the
data.
Inventory Status Displays status of the virtual resources such as the number of Refer to Virtuql ‘
(Virtual) GVTAPs, V Series nodes, monitoring domains for the various Inventory Statistics
and Cloud
platforms. o
Applications
Use the Platform and Health Status control Dashboard
visualizations to filter the data.
Inbound Port Displays statistics of the receiving (Rx) ports in packets per second, Top Rx ports by
Statistics bits per second. Max Rate (bps)
The dashboards are categorized into:
e Metric
e Trend
The metric tab displays the following visualizations:
e Total Port Capacity
e Rx Ports Aggregated Average Traffic
e Rx Ports Aggregated Average Drop Traffic
e Rx Ports Aggregated Average Discard Traffic
e Rx Ports Aggregated Average Error Traffic
Use the following control visualizations to filter the data:
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Dashboard Details Visualizations

Tag Sample - Statistics Top Rx ports by

Cluster-ID Average Rate (bps)
Host Name

Rx Port Statistics
Port Type (bps)

Port ID Rx Port Statistics
Port Alias (ops)

Top Rx ports by
Max Traffic Trend

(bps)

Top Rx ports by
Max Traffic Trend
(Pps)

Top Rx ports by
Average Traffic
Trend (bps)

Top Rx ports by
Average Traffic
Trend (pps)

Rx Drop Rate(pps)

Rx Discard Rate
(Pps)

Rx Error Rate(pps)

Outbound Port Displays statistics of the transmitting (Tx) ports in packets per Top Tx ports by Max
Statistics second, bits per second. Rate (bps)

The dashboards are categorized into:

e Metric

e Trend

The metric tab displays the following visualizations:
Total Port Capacity

Tx Ports Aggregated Average Traffic

Tx Ports Aggregated Average Drop Traffic

Tx Ports Aggregated Average Discard Traffic

Tx Ports Aggregated Average Error Traffic

Tx Ports Aggregated Max Traffic

Use the following control filters to filter the statistics:
e Tag Sample - Statistics

e Cluster-ID

e Host Name

e Port Type

e PortiID
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Dashboard

Details

e Port Alias

You can view statistics for a period of 120 days on a hourly
granularity.

Visualizations

Top Tx ports by
Average Rate (bps)

Tx Port Statistics
(bps)

Tx Port Statistics
(pps)

Top Tx ports by Max
Traffic Trend (bps)

Top Tx ports by Max
Traffic Trend (pps)

Top Tx ports by
Average Traffic
Trend (bps)

Top Tx ports by
Average Traffic
Trend (pps)

Tx Drop Rate(pps)

Tx Discard Rate
(Pps)

Tx Error Rate
(Pps)

Map Statistics
(Physical)

Displays statistics of the Maps.

The metric tab displays the following visualizations:

e Maps Aggregated Average Traffic (bps)

Maps Aggregated Average Traffic (pps)

Use the following control visualizations to filter the data:
e Tag Sample - Statistics

e Cluster-ID

e Map Type

e Map Alias

Top Maps by Avg
Rate (bps)

Top Maps by Avg
Rate (pps)

Map Statistics (bps)

Map Statistics(pps)

Top Map Average
Traffic Trend (bps)

Top Map Average
Traffic Trend (pps)

Map Rule
Statistics

Displays statistical data related to the map rules and the associated
traffic.

Refer to Map Rule
Statistics
Dashboard for
more details.

Map Traffic

Displays statistics about traffic that has passed/dropped through the

Map Average/
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Visualizations

Dashboard Details
Statistics fabric to the destination(s). Pass/Drop Traffic
The dashboard is categorized into: (bps)
e bps Map Average
/Pass/Drop Traffic
® pps
. ) . ) (Pps)
Use the following control visualizations to filter the data:
e Tag
e Cluster-Id (default control filter)
e Map Type
e Map Alias
Fabric Map Displays statistical data related to Fabric Maps. Fabric Map
Statistics Use the following control visualizations to filter the data: Destination Tool
Physical L Traffic (bps
(Phy: ) e Tag Sample - Statistics (bps)
e Fabric Map Fabric Map
. . Destination Tool
e Cluster ID to Destination )
Traffic (pps)

Top Fabric Map
Max Tool Traffic
Trend (bps)

Top Fabric Map
Max Tool Traffic
Trend (pps)

Circuit and Stack
GigaStream
Statistics

Displays the statistics of the circuit and stack GigaStream.

The dashboards are categorized into:

Metric
Inbound Trend
Outbound Trend

The metric tab displays the following visualizations:

Circuit and Stack GigaStream Total Capacity (bps)

Circuit and Stack GigaStream Total Capacity by member Ports
Circuit and Stack GigaStream Tx Aggregated Max

Circuit and Stack GigaStream Tx Aggregated Average

Circuit and Stack GigaStream Tx Aggregated Average Drop
Circuit and Stack GigaStream Tx Aggregated Average Discard
Circuit and Stack GigaStream Tx Aggregated Average Error
Circuit and Stack GigaStream Rx Aggregated Max

Circuit and Stack GigaStream Rx Aggregated Average

Circuit and Stack GigaStream Rx Aggregated Average Drop
Circuit and Stack GigaStream Rx Aggregated Average Discard
Circuit and Stack GigaStream Rx Aggregated Average Error

Circuit and Stack
GigaStream Tx
Traffic Rate (bps)
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Dashboard Details Visualizations
Use the following control visualizations to filter the data:
e Sample Tag

e Cluster ID

e Host Name

e GigaStream
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Dashboard Details Visualizations

Circuit and Stack
GigaStream Tx
Traffic Rate(pps)

Circuit and Stack
GigaStream
Maximum Tx Rate
(bps) by member
port Alias

Circuit and Stack
GigaStream
Maximum Tx Rate
(pps) by member
port Alias

Circuit and Stack
GigaStream
Average Tx Rate
(bps) by member
port Alias

Circuit and Stack
Gigastream
Average Tx Rate
(pps) by member
port Alias

Circuit and Stack
GigaStream Tx
packets Drop Rate
(Pps)

Circuit and Stack
GigaStream Tx

packets Discard
Rate(pps)

Circuit and Stack
GigaStream Tx
packets Error Rate
(PPs)

Circuit and Stack

GigaStream Rx
Traffic Rate (bps)

Circuit and Stack
GigaStream Rx
Traffic Rate (pps)

Circuit and Stack
GigaStream
Maximum Rx Rate
(bps) by member
port Alias
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Dashboard Details Visualizations

Circuit and Stack
GigaStream
Maximum Rx Rate
(pps) by member
port Alias

Circuit and Stack
GigaStream
Average Rx Rate
(bps) by member
port Alias

Circuit and Stack
Gigastream
Average Rx Rate
(pps) by member
port Alias

Circuit and Stack
GigaStream Rx
packets Drop Rate
(PPs)

Circuit and Stack

GigaStream Rx
packets Discard

Rate (pps)
Tool Displays the statistics of the Tool GigaStream. Tool GigaStream Tx
GigaStream The dashboards are categorized into: Traffic Rate (bps)
Statistics e Metric Tool GigaStream Tx
e Trend Traffic Rate(pps)
The metric tab displays the following visualizations: Tool 'G"QOSffeC’m
e Tool GigaStream Total Capacity ((bps) ?Zzz;n;;’z;;ige
e Tool GigaStream Total Capacity by member Ports port Alias
e Tool GigaStream Tx Aggregated Average (bps) Tool Gigastreamn
e Tool GigaStream Tx Aggregated Average Drop Traffic Rate (pps) Average Tx Rate
e Tool GigaStream Tx Aggregated Average Discard Traffic Rate (ops) by member
(Pps) port Alias
e Tool GigaStream Tx Aggregated Average Error Traffic Rate (pps) Tool GigaStreamn
e Tool GigaStream Tx Ports Aggregated Max (bps) Average Tx Rate
Use the following control visualizations to filter the data: (bps) by member
e Sample Tag port Alias
Cluster ID Tool GigaStream

Maximum Tx Rate
(pps) by member

[ ]
e Host Name
° port Alias

GigaStream
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Dashboard Details Visualizations

Tool GigaStream Tx
packets Discard
Rate( pps)

Tool GigaStream Tx
packets Drop Rate

(Pps)
GsGroup Statistics | Displays the GigaSMART group statistics: GsGroup Max Rx
e GsGroup Total Capacity (bps) Rate (bps)
e GsGroup Total Capacity by member Ports GsGroup Max Rx
Rate (pps)

Use the following control visualizations to filter the data:

e Sample Tag GsGroup Average
Rx Rate (bps)

e Cluster ID
o Host Name GsGroup Average
e GSGroup Rx Rate (pps)

GsGroup Max Rx
Rate (bps) by
GsEngine Member
ports

GsGroup Max Rx
Rate (pps) by
GsEngine Member
ports

GsGroup Avg Rx
Rate (bps) by
GsEngine Member
ports

GsGroup Avg Rx
Rate (pps) by
GsEngine Member
ports

GsGroup Drop Rate
(Pps)

GsGroup Drop Rate
by Member Port in
Percentage

GsGroup Packet
Buffer Utilization in
Percentage

GsGroup CPU
Utilization in
Percentage
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Dashboard Details Visualizations

Fabric Asset Displays details about the devices managed by GigaVUE-FM:
Inventory Devices
Cards

Fans

Power

Power Modules
Port SFPs

Click the Export: Formatted link option to download the data in
each of the visualizations in CSV format. You can also use the
Reporting option in the top menu to download the report in PDF or
PNG format.

Use the following control visualizations to filter the data:

e Tag Sample - Inventory
e Cluster ID
e Host Name

Capacity Planning | Consists of the following dashboards:

e Port

e Filter Resources

Use the following control visualizations to filter the data:
e Tag Sample - Inventory

e Cluster ID

e Host Name

e Port Type

e PortID

e Port Alias

Port Port Capacity
Distribution
Port Capacity
Distribution -
Cluster Id
Port Summary

Filter Resources Filter Resource -
Map Rule
Filter Resource -
App Filter
Filter Resource -
Port Filter

Fabric Health The Fabric Health tab consists of the following two dashboards:

e CPU and Memory
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Dashboard Details Visualizations
e Storage
CPU and Memory Average

CPU Usage Gauge

The CPU and Memory dashboard displays metric and trend

visualizations for both threshold and maximum values. Max CPU Usage
Gauge
E Note: Aﬁer upgrading to software verspn 5.1.6.00, the Ilng Average CPU
that depicts the threshold values (blue line) in the following Usage Trend
visualizations will not be available for historic time ranges.

o . . ) Max CPU Usage
This is because historical data for threshold is not collected Trend

in GigaVUE-FM prior to the upgrade:

Average Memory

o Average Memory Usage Trend Usage Gauge
e Max Memory Usage Trend Max Memory Usage
Gauge

Average Memory
Use the Server Name control visualization to view the memory and | Usage Trend

storage metric and trend for the particular server.

Max Memory Usage
Trend

Used Vs Total
System Memory

Storage Average Disk
Usage (/var)

The Storage dashboard displays metric and trend visualizations for Max Disk Usage

both threshold and maximum values. (var)

E Note: After upgrading to software version 5.16.00, the Average Disk
following visualizations will not be available for historical Usage (var) Trend
time ranges. This is because historical data for these Max Disk Usage
visualizations is not collected in GigaVUE-FM prior to the (/var) Trend
upgrade:

Average Disk

« Average Dis Usage (/) Usage (/config)

« Max Disk Usage (/) Max Disk Usage
. p
+ Average Disk Usage (/) Trend (/eonfig)
« Max Disk Usage (/) Trend Average Disk
Usage (/config)
Trend

Use the Server Control Filter to view the memory and storage metric | Max Disk Usage
and trend for the particular server. (/config) Trend

Average Disk
Usage (/)

Max Disk Usage (/)

Average Disk
Usage (/) Trend

Max Disk Usage (/)
Trend
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Dashboard

Details

Visualizations

Fault Collector

The Fault Collector tab consists of the following two dashboards:

e Port Flapping
e GigaSMART Core Crash

Use the following Control Visualizations to filter the
data:

e Sample Tag
Cluster ID
Host Name
Port ID
Port Alias
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Dashboard

Details

Port Flap
Displays visualizations related to port flapping.

Visualizations

Port Flap
Events

Port Flapping
Histogram
Port Link State
Changes

Port Flaps by
SFP Part
Number

Port Flaps by

SFP Vendor
Name

Port Flapping
Report

GigaSMART Core Crash
Displays visualizations related to GigaSMART application crash.

GigaSMART
App Core Crash
Events

GSApp Crashes
Histogram
GSApp Crashes
by Cluster ID

GSApp Crashes
Report

Reports

Provides launch point for various reports. Click the
Reports link to view the reports. You can perform the
following operations:

e Download the data tables in CSV file format.

e Export data using Reporting » Generate PDF/PNG.

NoTE: The CSV files display only a maximum of 10,000 records. If
the number of records exceed 10,000 the additional records do
not get displayed in the report.

® I/nventory

Reports
Performance
and Utilization
Reports

Fabric Asset
Inventory
(Physical)
Reports

Dashboards for Volume-based Licenses Usage

Licensed GigaSMART applications, when running on a GigaVUE V Series node, generate
usage statistics. In the Volume-Based Licensing (VBL) scheme, a license entitles specific
applications on your V Series nodes to use a specified amount of total data volume over the
term of the license. GigaVUE-FM tracks the total amount of data processed by the various
licensed applications and provides visibility into the actual amount of data, each licensed
application is using on each node, and track the overuse if any.

In cloud environment:
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¢ when a monitoring session is created and deployed, you can only use applications that

are licensed at that point.

« When a license goes into grace period, you will be notified, along with a list of monitoring
sessions that would be affected in the near future.

« When a license finally expires (and has not been renewed yet), the monitoring sessions
using the corresponding license will be undeployed, but not deleted from the database.

e When a license is later renewed or newly imported, such undeployed monitoring sessions
will be redeployed.

Using the Volume Based License Application Usage and Bundle Usage dashboards, you can
plan for better utilization of the licenses. These dashboards work on the principles of Fabric
Health Analytics and are listed together with other dashboards. These VBL dashboards
include both summary and daily dashboard pages.

« Summary usage dashboard: Displays summary for each period of VBL usage

» Daily usage dashboard: Displays more detailed view (down to the granularity of one day)
about the app and bundle usages.

NoTE: Clicking on a bar chart on the App or Bundle Usage Summary dashboards
does not display any further information. To view the originally displayed visualization
if clicked inadvertently as mentioned above, navigate to a different dashboard and
return to the original dashboard.

To access the dashboards:

1. Goto Iﬂ» Analytics -> Dashboards.
2. Click on the required dashboard to view the visualizations.

Table 2:

Dashboard

Visualizations

Description

Daily App
Usage

Licensed App
Allowance vs
Usage

Displays details about the daily usage of each of the
licensed application against the allowance provided and
the overage.

By default, it is shown for a 90-day time period. However,
you can change the interval to the required time period.

Aggregate
Summary

Displays the following aggregation statistics:

o Highest Daily Usage
« Average Daily Usage

Bar Chart for Alarms by Severity
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Dashboard

Visualizations

Description

« 95th Percentile Daily Usagel.
o Highest Daily Overage
o Average Daily Overage

» Average Daily Allowance

Daily Bundle
Usage

VBL Bundle
Usage

Displays details about the usage of bundled license

against the allowance and the overage. The bundle can be

coreVUE or netVUE.

1The 95th percentile daily usage for any day is calculated as follows: the daily usage for the trailing 90 days, including and up to the current day,

are sorted in ascending order and the usage at the 95th percentile (near the high end) is reported as the 95th percentile usage for the day.

In the daily usage widgets, the aggregate statistics uses the maximum of the 95th percentile usage for the days selected as per the Time Filter.

The 95th percentile usage statistic allows the user to disregard exceptionally high values of usage (might have occurred due to extraordinary

conditions) which do not represent normal high values.

Bar Chart for Alarms by Severity
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Dashboard Visualizations Description
Aggregate Displays the following aggregation statistics:
Summary

o Highest Daily Usage

e Average Daily Usage

o 95th Percentile Daily Usage
« Highest Daily Overage

e Average Daily Overage

« Average Daily Allowance

App Usage * Usage (all The Usage Period drop-down option at the top allows you
Summary applications) | 4 choose the period for which you want to view the usage
» Overage (all details. The duration of each period is 3 months. The
applications) . . . . .
following visualizations are displayed for the selected
e Summary per iod:
period period:
(Incoming + Usage (all applications): Displays breakdown of usage of all your
traffic) applications
+ DataUsagevs | . Overage all applications: Displays breakdown of overage of all your
Overage applications
(Incoming

« Summary per period (Incoming traffic): Displays a tabular view of
the license usage/overage summary for the selected period,
considering the incoming data traffic (before being processed by
the Gigamon applications),

traffic)

- Data Usage vs Overage (Incoming traffic): Displays a bar chart of
the license usage vs. overage summary for the selected period.

If you do not select the Usage Period, the aggregation of
all periods’ data is displayed in the top visualizations, and
the summary for each of the periods is displayed in the
bottom visualizations in the dashboard.

Bundle Usage | « Summary per | The Bundles drop-down allows you to choose the bundle

Summary Period for which you want to see the usage details.
e Bundle Usage

Vs Over.age « Summary per Period: Displays a tabular view of the
E'”;‘?T'”g bundle usage summary for each period. Days with
ratric

overage within each period are displayed within this
tabular view. The tabular view also includes the total
licensed data allowance for the days already elapsed in
each period.

- Bundle Usage vs Overage (Incoming traffic): Displays
a bar chart of the license usage vs. overage summary for
the selected bundle.
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Dashboard Visualizations Description

If you do not select any bundle, the summary views
include the sum of metric values for all bundles that were
active during a period.

Refer to the Fabric Health Analytics section for details on how to clone a dashboard, create a
new visualization, and other detailed information.

Virtual Inventory Statistics and Cloud Applications Dashboard

Fabric Health Analytics dashboards allow users to monitor the physical and virtual
environment and detect anomalous behavior and plan accordingly. In case of virtual
environment, FHA support is available for the following cloud platforms:

¢ AWS

* OpenStack
e VMware ESXi
e Azure

To access the dashboards:

1. Goto Ll . Analytics -> Dashboards.
2. Click on the required dashboard to view the visualizations.

The following table lists the various virtual dashboards:

Dashboard Displays Visualizations | Displays

Inventory Status | Statistical details of the virtual inventory | V Series Node Number of healthy and

(Virtual) based on the platform and the health Status by Platform | unhealthy V Series
status. Nodes for each of the
You can view the following metric supported cloud
details at the top of the dashboard: platforms.

e Number of Monitoring Sessions
e Number of V Series Nodes

e Number of Connections

e Number of GCB Nodes

Monitoring Session | Number of healthy and
You can filter the visualizations Status by Platform | unhealthy monitoring

based on the following control sessions for each of the
filters: supported cloud
) platforms
o Platform

Connection Status Number of healthy and
+ Health Status by Platform unhealthy connections
for each of the
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Dashboard

Displays

Visualizations

Displays

supported cloud
platforms

GCB Node Status
by Platform

Number of healthy and
unhealthy GCB nodes for
each of the supported
cloud platforms

V Series Node
Statistics

Displays the Statistics of the V
Series node such as the

CPU usage, trend of the
receiving and transmitting
packets of the V Series node.

You can filter the visualizations
based on the following control
filters:

e Platform
« Connection
e VSeries Node

V Series Node
Maximum
CPU Usage Trend

Line chart that
displays maximum
CPU usage trend of
the V Series node in
5 minutes interval,
for the past one
hour.

NoTE: The maximum
CPU Usage trend
refers to the CPU
usage for service cores
only. Small form factor
V-series nodes do not
have service cores,
therefore the CPU
usage is reported as O.

V Series Node with
Most CPU Usage
For Past 5 minutes

Line chart that
displays Maximum
CPU usage of the V
Series node for the
past 5 minutes.

NOTE: You cannot use
the time based filter
options to filter and
visualize the data.

V Series Node Rx
Trend

Receiving trend of the V
Series node in 5 minutes
interval, for the past one
hour.

V Series Network
Interfaces with
Most Rx for Past 5
mins

Total packets
received by each of
the V Series
network interface
for the past 5

Bar Chart for Alarms by Severity
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Dashboard

Displays

Visualizations

Displays

minutes.

NOTE: You cannot use
the time based filter
options to filter and
visualize the data.

V Series Node
Tunnel Rx
Packets/Errors

Displays the reception of
packet at the Tunnel RX.
This is the input to V
Series Node, Grouping
by tunnel identifier
comprising
{monDomain, conn, VSN,
tunnelName}, before
aggregation.

V Series Node
Tunnel Tx
Packets/Errors

TX is for output tunnels
from VSN. V Series Node
Tunnel Tx Packets/Errors

Dedup

Displays visualizations related to
Dedup application.

You can filter the visualizations
based on the following control
filters:

e Platform
« Connection

e VSeries Node

Dedup Packets
Detected/Dedup
Packets Overload

Statistics of the total
dedup packets received
(ipV4Dup, ipvVeDup and
nonlPDup) against the
dedup application
overload.

Dedup Packets
Detected/Dedup
Packets Overload
Percentage

Percentage of the dedup
packets received against
the dedup application
overload.

Total Traffic In/Out
Dedup

Total incoming traffic
against total outgoing
traffic

Tunnel (Virtual)

Displays visualizations related to
the tunneled traffic in both bytes
as well as the number of
packets.

You can select the following
control filters, based on which
the visualizations will get
updated:

Tunnel Bytes

Displays received
tunnel traffic vs
transmitted tunnel
traffic, in bytes.

o Forinput tunnel,

transmitted traffic is
displayed as zero.

e For output tunnel,
received traffic is
displayed as zero.

Bar Chart for Alarms by Severity

128




GigaVUE Fabric Management Guide

Dashboard

Displays

» Monitoring session: Select the
required monitoring session. The
cloud platform, monitoring domain
and connection within the
monitoring domain that is used by
the V-series node are shown in
square brackets, comma-separated,
after the name, to distinguish the
whole path to it.

« V series node: Management IP of
the V Series node. Choose the
required V-series node from the
drop-down.

e Tunnel: Select any of the tunnels
shown in the Tunnel drop-down. The
direction for each tunnel is shown
with the prefix in or out.

The following statistics are
displayed for the tunnel:

e Received Bytes

o Transmitted Bytes

o Received Packets

o Transmitted Packets

o Received Errored Packets

e Received Dropped Packets

o Transmitted Errored Packets

e Transmitted Dropped Packets

Visualizations

Displays

Tunnel Packets

Displays packet-level
statistics for input and
output tunnels that are
part of a monitoring
session.

App (Virtual)

Displays Byte and packet level
statistics for the applications for
the chosen monitoring session
on the selected V series node.

You can select the following
control filters, based on which
the visualizations will get
updated:

« Monitoring session
e V series node

« Application: Select the required
application. By default, the
visualizations displayed includes all
the applications.

App Bytes

Displays received traffic
vs transmitted traffic, in
Bytes.

Bar Chart for Alarms by Severity
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Dashboard Displays Visualizations | Displays
By default, the following
statistics are displayed:
o Received Bytes : : :
. Transmitted Bytes App Packets Displays rgcelved tr'afﬂc
. vs transmitted traffic, as
* Received Packets the number of packets.
o Transmitted Packets
e Errored Packets
e Dropped Packets
End Point Displays Byte and packet level Endpoint Bytes Displays received traffic
(Virtual) statistics for the un-tunneled vs transmitted traffic, in

traffic deployed on the V-series
nodes.

The following statistics that are
shown for Endpoint (Virtual):

o Received Bytes

o Transmitted Bytes

o Received Packets

o Transmitted Packets

o Received Errored Packets

o Received Dropped Packets

o Transmitted Errored Packets

e Transmitted Dropped Packets

The endpoint drop-down shows
<V-series Node Management IP
address : Network Interface> for
each endpoint.

You can select the following
control filters, based on which
the visualizations will get
updated:

« Monitoring session
e V series node

o Endpoint: Management IP of the V
Series node followed by the Network
Interface (NIC)

Bytes.

Endpoint Packets

Displays received traffic
vs transmitted traffic, as
the number of packets.
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NoTe: The Tunnel (Virtual), App (Virtual) and Endpoint (Virtual) dashboards do not
show data from the previous releases if the Monitoring Session [Platform : Domain :
Connection] dashboard filter is applied. This is because, this filter relies on the new
attributes in the Elasticsearch database, which are available only from software
version 5.14.00 and beyond.

Rules and Notes
* You cannot edit or delete these default dashboards. However, you can clone the
dashboards and visualizations. Refer to the Clone Dashboard section for more details.

» Use the Time Filter option to select the required time interval for which you need to view
the visualization.

e Refer to the Fabric Health Analytics section for details on how to create a new dashboard,
clone a dashboard, create a new visualization, and other information about the Discover
page and Reports page.

GigaSMART Mobility Session and Flow Filtering Dashboards

GigaSMART mobility session and flow filtering dashboards display flow filtering summary
reports and statistics pertaining to the mobility solutions on an hourly, daily, weekly, or
monthly interval. You can export the data from the dashboards page, and create your own
flow ops visualizations for your required use cases.

How to Access the Dashboards

To access the Mobility Session and Flow Filtering dashboards:

* From the Dashboard menu: Go to Iﬂ» Analytics -> Dashboards -> 5G LTE Sessions

* From the Traffic menu: Go to -> Physical -> Orchestrated Flows -> Mobility ->
Dashboard

* From the Inventory menu: Go to -> Physical -> Nodes ->GigaSMART Groups ->
Report -> Flow Filtering

The following dashboards are displayed:
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Table 3: Default Mobility Dashboards.

Dashboard Description Visualizations Details
5G LTE Sessions Displays Mobility 5G Session | Displays maximum aggregation of 5G
visualizations for | Statistics numSessions, numSessions available
> and d sessi ity for all the
LTE Session arj session capacity It
statistics GigaSMART groups pertaining to the
mobility solutions against the time
stamp.
Mobility Displays maximum aggregation of LTE
LTE Session numSessions, numsSessions available and
Statistics session capacity for all the GigaSMART groups
pertaining to the mobility solutions against the
time stamp.
5G Sessions by Displays the maximum aggregation of all 5G
GSGroup Alias statistics parameters for each GigaSMART
group pertaining to the mobility solutions. The
data columns are sortable and the user can
find top N values by sorting across each field.
LTE Session by Displays the Max aggregation of all LTE
GSGroup Alias statistics parameters for each GigaSMART
group pertaining to the mobility solutions. The
data columns are sortable and the user can
find top N values by sorting across each field.
Mobility Session No | Displays Max aggregation of LTE and
SFFP Match 5G num of SFFP No Match for all the
GigaSMART groups pertaining to the
mobility solutions against time stamp.
Flow Filtering Displays Flow Filtering Displays Max aggregation of controlTunnels,
visualizations Statistics controlUserTunnels, controlOnlyTunnels and
related to flow pendingSession for all the GigaSMART groups
filtering statistics pertaining to the mobility solutions against
timestamp.
Flow Filtering Displays Max aggregation of of controlTunnels,
Statistics per controlUserTunnels, controlOnlyTunnels and
GsGroup pendingSession for each GigaSMART group

pertaining to the mobility solutions. The data
columns are sortable and the user can find top
N values by sorting across each field.
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Description

Visualizations

Details

Flow Filtering
Interface
Statistics

Displays
visualizations
related to flow

Flow Filtering
Interface Statistics
- Packets

Displays Max aggregation of rxPkts,
txPkts and droppedPkts for all the
interface types in all GigaSMART

filtering .. -
interface group pertaining to the mobility
statistics solutions against timestamp.
Flow Filtering Displays Max aggregation of rxBytes,
Interface Statistics | 1y Bytes and droppedBytes for all the
- Bytes interface types in all GigaSMART
groups pertaining to the mobility
solutions against timestamp.
Flow Fi[tering Displays Max aggregation of GTPC packets for
Interface all the interface types in all GigaSMART groups
Statistics - pertalmng to the mobility solutions against
timestamp.
GTPC Packets
Flow Filtering Displays Percentage for sum of tx and sum of
Interface Statistics | dropped packets to sum of rx packets for all
- Packets the interface types in all GigaSMART group
Percentage pertaining to the mobility solutions against
timestamp.
Flow Filtering Displays Max aggregation of all Flow Filtering
Interface Statistics | Interface stats for each interface type in each
per Interface type GigaSMART group pertaining to the mobility
solutions. The data columns are sortable and
the user can find top N values by sorting across
each field.
Flow Filtering Displays Flow Filtering Displays Max aggregation of control
Correlation visualizations Correlation correlations statistics for all
Statistics related to flow Statistics - Control

filtering
correlation
statistics.

GigaSMART group pertaining to the
mobility solutions against timestamp.

Flow Filtering
Correlation
Statistics - User

Displays Max aggregation of user correlations
statistics for all GigaSMART group pertaining to
the mobility solutions against timestamp.
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Dashboard Description Visualizations Details
Flow Filtering Displays the Max aggregation of all Flow
Control Correlation | Filtering Correlation User stats for each
Statistics per GigaSMART group pertaining to the mobility
Control Message solutions.
Flow Filtering Displays Flow Filtering Max aggregation of sessions for all
Session Statistics | visualizations SeSSl’On Statistics - GigaSMART group pertaining to the
related to flow Sessions L . . .
o . mobility solutions against timestamp.
filtering session
statistics. Flow Filtering Max aggregation of tunnels for all GigaSMART
Session Statistics - | group pertaining to the mobility solutions
Tunnels against timestamp.

Refer to the following screenshot

site CPN Alias UPN Alias GTP Alias GS Group Alias

Select.. Select.. Select Select Select. v

Mobility 5G Session Statistics Mobility LTE Session Statistics

5.000.000 12,000.000
11000000

4500000
10000000

2000000

5000000

4,000,000
2,500,000

3.000.000 7,000,000
2500000 6,000,000

oo 5000000

. 4,000,000
1,500,000
3,000,000

1,000,000
2,000,000

00000 1,000,000

Rules and Notes

¢ You cannot edit or delete these default dashboards. However, you can clone the
dashboards and visualizations.

¢ You cannot visualize CLI configurations on these default dashboards.

e Flow Filtering Dashboards are not supported for 5GC flow-ops report.

e You can use the following control visualizations to filter and visualize the data based on
the following criteria:

e Site

e« CPN Alias
 UPN Alias

e GTP Alias

e GS Group Alias
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OpenSearch Indices and Fields Used in Fabric Health Analytics

GigaVUE-FM uses the following OpenSearch indices to store datal. These OpenSearch
indices store different sets of data based on usability. The document mappings of the
indices are also different.

» fmstats*: For storing statistics information of entities such as maps, gsgrops, gsops, etc
(except port)
fmstats_ports*. For storing statistics information of the port

« fminventory: For storing the inventory and assets.
» fmevents: For storing events
» fmalarms: For storing alarms.

The following table lists the new keys introduced in software version 6.0:

Table 4:
New Field Applicable Indices Type Description
resource.id.entityid o fmalarms text Represents the entity ID. Holds
+ fmevents value exactly similar to resourceld
. fmstats: in the existing alarms/events
fAlTlp"C.ab'e for the document. If the resourceld does
OolIowIN . .
d d ) not exist in the document, the
ocument types: . X )
resource.id.entityld also will not
o vport stats -
exist.
o gsop stats
° gtap port Example:
stats
For alarms related to port, port ID
will be the resourceld, and
resource.id.entityld.
resource.id.deviceld « fmalarms text Represents the deviceld. That is,
. fmevents hostname. If the hostname does not exist
in the document, the resource.id.deviceld
« fmstats_ports . L
also will not exist in the document

These indices were introduced during different time frames for various purposes. The data models of these indices were designed as per the
need during the time of development.
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New Field Applicable Indices Type Description

o fmstats:
Applicable for the
following
document types:

e gsgroup
stats

e gsgroup port
rate core
rate stats

o vport stats

¢ Map and
MapRule
stats

o gsop stats

resource.id.clusterid » fmalarms text Represents the clusterld. If the
o fmstats: clusterld does not exist in the
Applicable for the document, then
following . .
document types: resource.id.clusterld also will not
exist in the document

e vport stats

e gsop stats

resoure.type » fmalarms text Represents the resource type (port,
» fmevents map, device, gsgroup)
o fmstats:
Applicable for the
following

document types:
o vport stats

e gsop stats

resource.id.alias « fmalarms text Represents the alias name of the
» fmevents associated entity of the alarm. If the
o fminventory alias does not exist in the
« fmstats_ports document, then resource.id.alias
» fmstats: will not exist in the document.
Applicable for the
following

document types:
o vport stats
e gsop stats

e Map and
Map Rule
stats
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New Field Applicable Indices Type Description
resource.name o fminventory Represents the key used to uniquely
« fmstats identify a particular entity across the
. fmstats: sys(;lcepm. Fl(cj)r exagwple, fot:.po(rjts, Colluste(rjl D,
Applicable for the an_ ort . can. e com |.ne and used to
following uniquely identify the entity. In case of map,
document types: ClusterID, and map alias name are used.
The value will be in the form of Clusterld__
o vport stats .
Entityld
e gsop stats
port.alias fmstats_ports Represents the alias name of the port's
alias.
port.dir fmstats_ports Represents the direction of the port.

gsGroup.alias

+ fmstats:
Applicable for the
following
document types:

e gsgroup
stats

e gsgroup port
rate, and
core rate
stats
documents

e vport stats

o gsop stats

Represents the alias name of the gsgroup
alias

map.alias

o fmstats:
Applicable for the
following
document types:

¢ Map and
MapRule
stats

e gsop stats

Represent the alias name of the map alias
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New Field Applicable Indices Type Description

gsVport.alias « fmstats: Represents the alias name of the vport alias
Applicable for the
following

document types:
e vport stats

o gsop stats

cluster.mode fminventory Represents the mode of the device with
respect to the cluster. Applicable values are
as follows:

« leader

o standby

» standalone

¢ normal

linkSpeedInBits + fmstats_ports Represents the link speed in bits per
second.
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GigaVUE-FM Reference Materials

This section provides additional information useful for GigaVUE-FM.

Topics:
« Disk Size on GigaVUE-FM
« Data Transfer Rate Units
« Open Ports in GigaVUE-FM
« Health Status
« GigaVUE-FM APIs
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Disk Size on GigaVUE-FM

This section describes how to increase the data storage space available on GigaVUE-FM. It
also explains how to clear the space in the /var directory.

« After installing GigaVUE-FM, the size of /config can be increased by increasing the size of
the disk used for /config and then rebooting GigaVUE-FM.

» Increase Disk Size on a New or Existing GigaVUE-FM Installation on KVM describes

increasing the disk size for a new or existing GigaVUE-FM installation as well as for an
upgrade from previous releases.

Note: This procedure only applies to installations on KVM. Ensure that you apply this
procedure only to GigaVUE-FM version 5.8 and later.
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Increase Disk Size on a New or Existing GigaVUE-FM Installation on KVM

Note: This procedure only applies to installations on KVM. Ensure that you apply this
procedure only to GigaVUE-FM version 5.8 and later.
To increase disk size on a new or existing GigaVUE-FM installation, do the following:
1. Shutdown the GigaVUE-FM system.
2. Open the Virtual Machine Manager, and then go to IDE Disk 2.

& FM_5900 on QEMU/KVM — O X
File Virtual Machine View Send Key

=0 Il @®- @ 3

B overview Virtual Disk
performance Source path: /var/llplllbvut,llmages/FM_SQOO«l.qcowZ
Device type: IDE Disk 2

m . Storage size: 40.00 GiB

&5 Memory Readonly: |

N i le:

~3 Boot Options Shareable: [

) .

. 'DEDisk1 w Advanced options

@ !DE CDROM 1 Disk bus: | IDE -
-

Serial number:
NIC :98:ef:32
O Mouse Storage format: | gcow2
85 Keyboard » Performance options

- Display Spice
i Sound iché

g .

t=y Serial 1

Y .

£y Channel spice
Bl video QxL

m Controller USB 0
m Controller PCI 0

-E Cantrallar IDE.N

Add Hardware Remove Cancel Apply

3. Open the console, and run the following command to increase the disk size:
/var/lib/libvirt/images# qemu-img resize <instance _name>-l.qcow2 +20G
The disk size is increased.

4, Start-up the GigaVUE-FM system.

5. Login to the GigaVUE-FM system using CLI, and then run the df -h command to verify
the disk size.
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[admin@unconfigured-gigavue-fm ~]$ df -h

Filesystem
devtmpfs
tmpfs
tmpfs
tmpfs
/dev/sda6
/dev/sda5

/dev/sdal
tmpfs

Size
7.9G

-
7.
-
9.

REERA

1

677M
1.66

Used Avail Use% Mounted on

@ 7.9G 0% /dev

@ 7.9G 0% /dev/shm
680K T7.9G 1% /run

0 7.96 0% /sys/fs/cgroup
3.1G 6.5G 32% /
2.2G 17G 12% Jvar

41M 637M 6% /boot
0 1.6G 0% /runfuser /1000

[admin@unconfigured-gigavue-fm ~]$ l
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How to Clean up Disk Space on a GigaVUE-FM Instance

The /var directory can sometimes run out of storage space and result in performance
degradation of GigaVUE-FM. The best practice is to periodically check the storage space
(refer to the “Storage Management” section in the GigaVUE Administration Guide) and
clear up the disk space to avoid system misbehavior.

The disk space on a GigaVUE-FM Instance can be cleared up in multiple ways:

Purging the statistics older than a certain date. For more information, refer to the
Storage Management section in the GigaVUE Administration Guide.

Removing the unused internal images. For more information, refer to the Internal
Image Files section in the GigaVUE Administration Guide.

Deleting the logs. For more information, refer to the Delete a Log File section in the
GigaVUE Administration Guide.
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Data Transfer Rate Units

Data Transfer Rate is measured as multiples of unit bits per second (bit/s) or as bytes per
second (B/s). The transfer rates shown on the dashboard and in other places are measured
as decimal multiples of bits. The following table shows the units of data transfer:

Table 1. Decimal Multiple of Data Transfer Rate in Bits

Data Rate Symbol Rate

Kilobit per second kbps 1000 bits per second

Megabit per second Mbps 1,000,000 bits per second
Gigabit per second Gbps 1,000,000,000 bits per second

NoTE: 8 kilobits =1 kilobyte

Table 2: Decimal Multiple of Data Transfer Rate in Bytes

Data Rate Symbol Rate

Kilobyte per second kBps 8000 bits per second

Megabyte per second MBps 8,000,000 bits per second
Gigabyte per second GBps 8,000,000,000 bits per second
Terabyte per second TBps 8,000,000,000,000 bits per second

Open Ports in GigaVUE-FM

This appendix provides information about the open ports in GigaVUE-FM and also in the
devices. Refer to the following sections:

« Open Default Ports

« Open Ports for GigaVUE-FM Migration

« Open Ports for High Availability

«» Open Ports for Communication Between Members of GigaVUE-FM High Availability
Cluster

« Open Ports in GigaVUE HC Series Devices
« Open Ports in GigaVUE G Series Devices
=« Open Ports for Clustered Node Communication
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Open Default Ports

The following table provides information about the default ports open in the firewall for
GigaVUE-FM. The table is sorted by Protocol and then Port Number.

Port
Number

Protocol

Service

Traffic
Direction

Description

80 HTTP GigaVUE-FM Bidirectional Used for redirecting the traffic internally
GUI traffic between to port 443.
Web Browser and | Note: You can choose to shut down port
GigaVUE-FM 80 for enhanced security.
443 HTTPS GigaVUE-FM Bidirectional Used for normal GigaVUE-FM user
GUI traffic between interaction.
Web Browser and
GigaVUE-FM
Bidirectional
traffic between
GigaVUE-FM and
GigaVUE-VM.

389 LDAP AAA Bidirectional Used for accessing and maintaining
traffic between distributed directory information
LDAP server and services over the Internet Protocol (IP)
GigaVUE-FM network.

636 LDAP AAA Bidirectional Used for secure LDAP protocol over SSL
traffic between for accessing and maintaining
LDAP server and distributed directory information
GigaVUE-FM services over the Internet Protocol (IP)

network.

1812/1813 Radius AAA Bidirectional Used for running the client/server

1645/1646 traffic between protocol in the application layer. They
Radius server and | can use either TCP or UDP as the
GigaVUE-FM transport protocol.

49 TACACS AAA Bidirectional Used for communicating with the
traffic between authentication server in order to
TACACS server determine if you have access to the
and GigaVUE-FM | network.

22 TCP SSH Bidirectional e Used for GigaVUE-FM admin user
traffic between login. Also, used for initial
Putty and GigaVUE-FM IP configuration.
GigaVUE-FM e Used by the web browser to

communicate with GigaVUE-VM for
troubleshooting purposes.

514 TCP Logstash Unidirectional Used for sending device log messages
traffic from via SSL from devices to GigaVUE-FM.
physical nodes to
GigaVUE-FM

145




GigaVUE Fabric Management Guide

Protocol

Service

Traffic
Direction

Description

5672

TCP

RabbitMq

Unidirectional
traffic from

physical nodes to

GigaVUE-FM

Used for sending event notifications via
SSL from devices to GigaVUE-FM.

5671

TCP/SSL

RabbitMq

Unidirectional
traffic from

physical nodes to

GigaVUE-FM

Used for sending event notifications via
SSL from devices to GigaVUE-FM.

53

ubpP

DNS

Bidirectional

traffic between a

DNS server and
GigaVUE-FM

Used to resolve Fully Qualified Domain
Names (FQDNSs).

68

ubpP

DHCP

Bidirectional
traffic between

GigaVUE-FM and

DHCP server

Used only if DHCP is enabled on the
GigaVUE-FM appliance.

123

UDP

NTP

Bidirectional

traffic between a

Network Time
Protocol (NTP)
server and
GigaVUE-FM

Used only if GigaVUE-FM is configured
to use NTP.

162

ubP

SNMP

Unidirectional
traffic from
managed
appliances to
GigaVUE-FM

Used to process incoming traps sent
frorn managed appliances to
GigaVUE-FM.

2055

ubpP

NetFlow

Unidirectional
traffic from
managed
Appliances to
GigaVUE-FM

Used for receiving NetFlow traffic.
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Protocol

Service

Traffic
Direction

Description

2056 UbP Logstash Unidirectional Used by Application Intelligence for
traffic from sending monitoring reports to GigaVUE-
physical and FM.
virtual nodes to
GigaVUE-FM

8443 TCP HTTPS ALT Bidirectional Port 8443 is an alternative HTTPS port
traffic and a primary protocol that the Apache
between Tomcat web server utilizes to open the
GigaVUE-FM and SSL text service. In addition, this port is
Apache Tomcat primarily used as an HTTPS Client
web server. Authentication connection protocol.

9514 TCP Logstash Unidirectional Port used by logstash application.
traffic from nodes
to GigaVUE-FM

Note: The following ports are blocked by firewall internally (and no security issues
have been observed). You cannot access GigaVUE-FM using these ports:

e 2181

e 8009
e 8080
e 9200

Open Ports for GigaVUE-FM Migration

The following table provides details about ports that must be open during GigaVUE-FM
migration.

Port

Number

Protocol

Service

Traffic
Direction

Description

Putty and
GigaVUE-FM

traffic between

443 HTTPS GigaVUE-FM Bidirectional Used for APl and GUI access related
GUI traffic between operations.
Web Browser
and GigaVUE-FM
22 TCP SSH Bidirectional Used for transferring configuration

files between two instances of
GigaVUE-FM.
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Protocol

Service

Traffic
Direction

Description

902

TCP/UDP

ESXi Host

Bidirectional
traffic between
VMware vCenter
and ESXi hosts

e For migration and provisioning
purposes, this port must be open
between the VMware vCenter
server and the VMware ESXi hosts.
Otherwise, GigaVUE-FM bulk
deployment fails.

e Used for sending data from
vCenter Server to the ESXi host.
The ESXi host uses this port to send
regular heartbeat to the vCenter
Server system.

Open Ports for High Availability

The following table provides details about ports that must be open for GigaVUE-FM High

Availability.

Protocol

Service

Traffic Direction

Description

22 TCP SSH Bidirectional traffic e Used for GigaVUE-FM admin user
between Putty and login. Also, used for initial
GigaVUE-FM GigaVUE-FM IP configuration.

e Used by the web browser to
communicate with GigaVUE-VM
for troubleshooting purposes.

e Used for transferring configuration
files between two GigaVUE-FM
instances during migration.

80 TCP HTTP Bidirectional traffic Used for redirecting the traffic
between Web internally to port 443.
Browser and Note: You can choose to shut down
GigaVUE-FM port 80 for enhanced security.
443 TCP HTTPS e Bidirectional Used for normal GigaVUE-FM user
traffic between interaction.
Web Browser and
GigaVUE-FM.
e Bidirectional
traffic between
GigaVUE-FM and
GigaVUE-VM.
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Protocol

Service

Traffic Direction

Description

e Bidirectional
traffic between
the GigaVUE-FM
instances in a
High Availability
group.

fromm managed
appliances to
GigaVUE-FM

514 TCP/UDP Shell/Syslog Unidirectional traffic | Used for sending device log messages
from physical nodes | via SSL from devices to GigaVUE-FM.
to GigaVUE-FM

4369 TCP EPMD/RMQ Bidirectional traffic Small additional process that runs
between RMQ alongside every RabbitMQ node and
members in cluster. is used by the runtime to discover

what port a particular node listens to.
The port is then used by peer nodes.

5671 TCP amqgps Unidirectional traffic | Used for sending event notifications
from physical nodes | via SSL from devices to GigaVUE-FM.
to GigaVUE-FM

25672 TCP RabbitMQ/ Bidirectional traffic

SNMP Traps between RMQ
members in cluster.

68 UDP DHCP Bidirectional traffic Used only if DHCP is enabled on the
between GigaVUE-FM appliance.
GigaVUE-FM and
DHCP server

162 UuDP SNMP Unidirectional traffic | Used to process incoming traps sent

fromn managed appliances to
GigaVUE-FM.

NOTE: Ports 9514 and 9162 are used to receive the traffic forwarded by ports 514 and
162, respectively. Therefore, these ports need not be opened explicitly.

Open Ports for Communication Between Members of GigaVUE-FM High Availability Cluster

The following table lists the ports that must be open for communication between the
members of GigaVUE-FM High Availability cluster.

NoOTE: These ports cannot be accessed by standalone GigaVUE-FM instances.
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Protocol

Service

Traffic Direction

Description

8300 TCP Consul Bidirectional traffic Used To handle incoming requests
between membersin | from other agents.
GigaVUE-FM cluster.

8301 TCP/UDP Consul Bidirectional traffic Used for inter-cluster communication
between membersin | over LAN.
GigaVUE-FM cluster.

8302 TCP Consul Bidirectional traffic Used for inter-cluster communication
between membersin | over WAN.
GigaVUE-FM cluster.

30865 TCP CSync2 Bidirectional traffic Used for Synchronization of
between members in | files/directories across cluster. For
GigaVUE-FM cluster. example, Image files during GigaVUE-

FM HA Upgrade.
9300 TCP Elastic Bidirectional traffic Used for inter-cluster communication.
Search between membersin

GigaVUE-FM cluster.

27017 TCP MongoDB Bidirectional traffic Used for data replication across
between members in | clusters and data access through
GigaVUE-FM cluster. GigaVUE-OS CLI.

Open Ports in GigaVUE HC Series Devices

The following table lists the open ports in GigaVUE-H series devices. GigaVUE-FM manages
the devices using these open ports.

Description

Protocol Service Traffic

Direction

traffic between
GigaVUE-FM
and devices.

22 SSH Device Bidirectional Used for image download,
Management traffic between | configuration backup/restore
GigaVUE-FM operations
and devices.
80 HTTP Communication Bidirectional Used for initial communication setup.

Assumption is that HTTP redirect will
be turned ON in all GigaVUE devices
and FM will use HTTP(S) henceforth

443 HTTPS

Communication

Bidirectional
traffic between
GigaVUE-FM
and devices.

GigaVUE-FM to device communication.
Refer to the following notes:
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Protocol Service Traffic Description

Direction

Starting in software version 5.9.00,
XML Gateway services are shutdown
in the devices. Therefore, if you
change the HTTPS port number of a
device using CLI, then:

e For devices that are not added
and managed by GigaVUE-FM:
You must update the
HTTPS port number when
adding the nodes using the
Add Physical Nodes page in
GigaVUE-FM GUI. Refer to the
Add Nodes Manually section
for more details.

o For devices that have already
been added and managed by
GigaVUE-FM: You must update
the HTTPS port number from
the Node Details page (Admin
> System > Node Details ). In
the Node Details page, select
the device and click Edit to
update the port number and
click Save.

Failure to do so will terminate
communication between the device
and GigaVUE-FM

NoTE: Until software version 6.0, if
the HTTPS port number is
changed using CLI, then
GigaVUE-FM will learn the port
number through the

XML Gateway request.

Devices with software version
greater than or equal to software
version 5.9.00 are XSRF enabled, by
default.

Open Ports in GigaVUE G Series Devices

The following table lists the open ports in GigaVUE-G series devices. GigaVUE-FM manages

the devices using these open ports.
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Protocol

Service

Traffic
Direction

Description

22 SSH Device Bidirectional traffic | Configuration backup/restore
Management between operations
GigaVUE-FM and
devices.
80 HTTP Communication Bidirectional traffic | Used for initial coommunication
between setup.
GiggVUE—FM and Assumption is that HTTP redirect
devices. will be turned ON in all GigaVUE
devices and FM will use HTTP(S)
henceforth
443 HTTPS Communication Bidirectional traffic | GigaVUE-FM to device
between communication
GigaVUE-FM and
devices.

Open Ports for Clustered Node Communication

The following table lists the open ports in GigaVUE HC Series and GigaVUE TA Series devices.

Port

Number

5353

UbDP

Protocol

Service

Communication

Traffic
Direction

Bidirectional

Description

Used for cluster commmunication

6379

TCP

Communication

Bidirectional

Used to communicate with clients
that need to reach the cluster nodes

Open Default Ports
Open Ports for GigaVUE-FM Migration

Open Ports for High Availability

Open Ports for Communication Between Members of GigaVUE-FM High Availability

Cluster

Open Ports in GigaVUE HC Series Devices

Open Ports in GigaVUE G Series Devices

Open Ports for Clustered Node Communication
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Health Status

GigaVUE-FM computes the health status of the devices by collecting inventory information
and also information related to physical and logical components. The health of the devices is
recomputed periodically based on the confic sync updates.

This appendix provides the health status information of the following components:

* Node Health Status

e Port Health Status

 Map Health Status

¢ GigaSMART Map Health Status
* Flow Health Status

How GigaVUE-FM Computes Health Status

GigaVUE-FM determines the health status of the clusters based on the events received and
information collected from the devices. In a scaled environment, GigaVUE-FM manages a
large number of devices and computes the health state in an optimized way:

Prioritization of Tasks

GigaVUE-FM receives events such as state changing and traffic related SNMP traps. It also
periodically collects configuration changes through the config refresh cycle. GigaVUE-
FM prioritizes these tasks in the following order:

» Config Update/Delete (performed through GigaVUE-FM APIs)

» Node Addition/Deletion (performed through GigaVUE-FM APIs)
o SNMP Traps/RMQ Events

e User Triggered Config Sync

» Background Config Sync

The SNMP traps are in turn prioritized in the following order:

e Utilization Trap

e Packet Drop Trap

e Packet Error Trap

* Module State Change Trap

e Trap Link State Change Trap

¢ Physical Component State Changing Trap
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NoTE: A background config refresh collects inventory information for the
components and submits its task to GigaVUE-FM to process the health state of the
components. If GigaVUE-FM receives a state changing trap (link down, link up)
simultaneously for the same component, then based on priority, the trap is processed
first and the config refresh health computation on the component will happen next.
This leads to old state information of the component to be replaced with the new
state information, which will be corrected in the next config refresh cycle.

Health Queue Threshold

GigaVUE-FM maintains a health queue threshold to throttle the number of tasks submitted
to it. This ensures that GigaVUE-FM is not oversubscribed with a huge number of tasks. The
health queue threshold is applicable only to the following tasks and is derived based on the
system profile:

e Config Refresh
e SNMP Traps

Backoff Mechanism

GigaVUE-FM implements a 'Backoff Mechanism' which ensures that after a particular
threshold limit is reached, background tasks such as config refresh and SNMP traps will
back off from starting its process of performing rediscovery and config refresh on clusters.
For example, if config refresh threshold (health queue) is reached, then the subsequent
config refresh for the clusters will be backed off. GigaVUE-FM maintains counters for the
clusters that were backed off when they reached the threshold limit.

NoTE: If a user is forcefully rediscovering the cluster and if the health queue is busy,
then the request will be ignored with the following message 'Backing Off the
Attempt as Health Engine is busy'.
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Node Health Status

The status of a node is determined by the health status of the following components:

Ports

Cards

Fan Trays

Power Modules
Memory utilization
CPU utilization

The health of a port and a fan depends on the health status of its associated components.
For example, the health of a card depends on the port health. If more than 50% of the ports
in a card are up and the operational status of the card is also up, then the card is determined
as healthy (green). Similarly, the health of a fan depends on the operational status of the fan

tray.

NoTE: GigaVUE-FM computes the health status of the node based on FanChange
and PowerChange traps and the same is reflected in GigaVUE-FM GUI. The card
health status is computed based on ModuleChange trap and the same is reflected in
GigaVUE-FM GUIL.

A node is considered unhealthy if:

» atleast 50% of the cards are down

« atleast 50% of the ports in a card are down

« atleast1power module is down

« the average memory usage over the past one hour is more than 70%
« the CPU load per core is more than 50% overloaded

The change in the health status of a node is indicated in Events.

The cluster health is determined by the health status of the devices associated to the cluster.

The health status of a node is indicated by the following colors:

Color Health Status

Green Up (connected, healthy)

Amber Warning

This state is displayed when the operational status of the card
is up and 50% of the associated ports are up.
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Color Health Status

Red Down (disconnected), unreachable

Gray Unknown

This state is displayed when newly added nodes are yet to be
discovered by GigaVUE-FM.

GigaVUE-FM determines the health state of the ports and devices based on the following
SNMP traps, which are enabled by default when the fabric manager initializes:

e Packet Drop

¢ GigaSMART Packet Drop

» Packet Error

e Port Utilization

* Low Port Utilization

* GigaSMART Port Utilization

e GigaSMART Port Low Utilization
e System Memory Threshold

e Process Memory Threshold

GigaVUE-FM determines the health status of the devices based on the receipt of the traps
mentioned above:

» |If GigaVUE-FM receives any of the traps mentioned above: Port state is set to yellow or
red.

» Ifthe traps are not received within the configured interval specified in the
SNMP Throttling Page: Port state is set to green.

NoTE: You must configure the throttling interval in the SNMP Throttling page for the
traps mentioned above. Otherwise, GigaVUE-FM cannot determine the health status
of the ports.
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Port Health Status

The health of a port is determined by multiple factors:

« Operational status
« Packet drops (Optional)
» Packet errors (Optional)

GigaVUE-FM computes the health status of a port and its associated logical components
such as Map when a port link changes. When a port flaps, GigaVUE-FM computes the health
status and the same is reflected immediately in GUI.

Click on the top navigation bar. On the left navigation pane, select System > Traffic
Health Thresholds. The packet drops and errors are enabled by default for computing the
health status of a port. For information about setting traffic health thresholds, refer to the
“Traffic Health Thresholds” section in the GigaVUE Administration Guide.

In this example, the Port Packet Drops and Port Packet Errors are enabled. The threshold
value is set to 15000 packets over a time interval of 15 min. Refer to the following table to
view how the port health status is calculated.

Health Status Operational Packet Packet
Status Drops over Errors over

15 min 15 min

Green Up (healthy) Up < 15000 < 15000

Red Down Down < 15000 < 15000
(unhealthy)

Red Down Up < 15000 >15000
(unhealthy)

Red Down Up >15000 >15000
(unhealthy)

Red Down Up > 15000 >15000
(unhealthy)

Inline Networks

The health of an inline network port depends on the forwarding state of the inline networks.
GigaVUE-FM checks the forwarding state every 5 min. Refer to the following table to view
how the health status of the inline network port is calculated.
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Color Health Status Forwarding State

Green Up (healthy) Normal

Red Down (unhealthy) Failure-introduced Drop

Red Down (unhealthy) Network Ports Forced down
Red Down (unhealthy) DISCONNECTED

Red Down (unhealthy) ABNORMAL

Amber Warning Failure - Introduced Bypass
Amber Warning Forced Bypass with Monitoring
Amber Warning Disabled

Amber Warning Forced Bypass
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Map Health Status

The health of a map is determined by the health status of its associated components such as
ports, port groups, port pairs, GigaStream, tool port, GigaSMART group, tunneled port, virtual
port, inline network, inline tool, inline tool group, inline serial tool group, inline network
group, and GigaSMART operations. If the status of any one of the component is down, the
corresponding map is considered unhealthy.

If a user creates/edits a Map through GigaVUE-FM, then those changes are reflected
immediately to other users who are viewing the Map List View.

The health status of a map is indicated by the following colors:

Color Health Status

Green Up (healthy)

Amber Warning

This state is displayed when one or more ports associated to
the map are unhealthy.

Red Critical (unhealthy)

Gray Unknown

NoTE: If you hover your mouse over the Map Status field, the health of the stack
GigaStream or stack port (configured in the stack link) or the source and destination
ports is displayed in a tooltip (if ports are unhealthy). You can derive the map health
status based on the details displayed in the tooltip.
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GigaSMART Map Health Status

The health of a GigaSMART map is determined by the health of the following components:
« All GigaSMART engine ports in the GigaSMART group (gsgroup)
» Virtual ports (vport) associated with the GigaSMART group
« GigaSMART operations
« |P Interfaces

Refer to the following table to view the health status of a map with GigaSMART:

Health Status GigaSMART vPort GigaSMART IP Interfaces
Group Operations
Green Up Up Up Up Up
Red Down Up Down Up Up
Red Down Up Up Down Up
Red Down Up Up Up Down
Red Down Down Down Down Down

GigaSMART Group Health Status

The health of a GigaSMART group (gsgroup) depends on the aggregated health of the
associated GigaSMART engine ports. The following components contribute to the health of
the GigaSMART engine ports:

= Operational Status—The operational status of the associated GigaSMART engine ports.
If the operational status of any GigaSMART engine port in the GigaSMART group is
down, then the GigaSMART group becomes unhealthy.

» GigaSMART Engine Port Packet Correlation—The percentage (%) of packet
correlation seen in a GigaSMART engine port. The GigaSMART engine packet
correlation is calculated based on the following factors:

o the cumulative number of packets coming into a GigaSMART group
o the cumulative number of packets going out of a GigaSMART interface
o the cumulative number of packets dropped at a GigaSMART operation for a map

If the number of packets going out of a GigaSMART interface exceeds the threshold set
in Administration > System > Traffic Health Thresholds, the GigaSMART engine port
becomes unhealthy.

« GigaSMART Engine Port Packet Drops—The cumulative number of packets dropped
due to over subscription of a GigaSMART engine port. If the number of GigaSMART
engine port packet drops exceed the threshold set in Administration > System >
Traffic Health Thresholds, then the GigaSMART engine port becomes unhealthy.
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« GigaSMART Engine Port Packet Errors—The cumulative number of packet errors

coming into a GigaSMART engine port. If the number of GigaSMART engine port packet

errors exceed the threshold set in Administration > System > Traffic Health
Thresholds, then the GigaSMART engine port in the GigaSMART group becomes
unhealthy.

For information about setting traffic health thresholds, refer to the “Traffic Health

Thresholds” section in the GigaVUE Administration Guide. All threshold types are enabled by

default for computing the health status of the GigaSMART engine ports.

In this example, the thresholds are enabled and the threshold values are set as follows:

Type Threshold Value Interval
GigaSMART engine port packet 50 15
correlation
GigaSMART engine port packet 15000 15
drops
GigaSMART engine port packet 15000 15
errors

Refer to the following table to view how the GigaSMART engine port health status is
calculated.

Health Status Operational Packet Packet Packet
Status Correlation Drops over Errors over
15 min 15 min
Green Up (healthy) Up <50 <15000 <15000
Red Down Down - - -

(unhealthy)

Red Down Up >50 < 15000 < 15000
(unhealthy)

Red Down Up <50 >15000 <15000
(unhealthy)

Red Down Up <50 < 15000 >15000
(unhealthy)

The GigaSMART group health status is determined by the aggregated health of the
GigaSMART engine ports. Refer to the following table for computing the health of a
GigaSMART group:
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GigaSMART Group GigaSMART

Health Engine Ports
Green Up Up
Warning Some engine ports
are down
Red Down All engine ports are
down

vPort Health Status

GigaSMART virtual port is used as an aggregation point for traffic directed to second level
maps. Second level maps include an Adaptive Packet Filtering component or a GTP rule.

A vPort is healthy when the GigaSMART group associated with the vPort is healthy. If a
gsgroup is unhealthy and the vPort is healthy, this indicates that the vPort is not
participating in the maps.

GigaSMART Operations Health Status
GigaSMART Operation consists of one or more advanced processing applications.

A GigaSMART operation (gsop) is healthy when the GigaSMART group associated with the
gsop is healthy. If a gsgroup is unhealthy and the gsop is healthy, this indicates that the
gsop is not participating in the maps.

IP Interfaces Health Status

IP interfaces are used for GigaSMART encapsulation and decapsulation operations on both
network ports and tool ports.

An IP interface is healthy when the GigaSMART group associated with the IP interface is
healthy. If a gsgroup is unhealthy and the IP interface is healthy, this indicates that the IP
interface is not participating in the maps.

For information on how to calculate the map health, refer to Map Health Status.
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Flow Health Status

The health of a flow is determined by the aggregated health of the maps in the flow. The
factors that determine the health of a flow is as follows:

= Health of the priority maps in the flow
« Health of the maps that constitute the priority map set
« Gigamon Discovery or Manual links
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Priority Map Set Health

A priority map set consists of more than one map configured with the same source ports in
priority order. The health of such map is determined by the aggregated health of the
constituted maps. For information about how map health is computed, refer to Map Health
Status.

The following table provides a summary of the health status of a map chain:

Priority Map Set Health Maps in the Map Chain
Status

Green Healthy All maps are healthy

Warning One or many maps in
warning state

Red Unhealthy One or many maps in
unhealthy state
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Flow Health Computation

Starting with software version 5.4, the current throughput percentage used in determining
the health of a tool device would is be determined as follows:

Current Tool Health Reasons
Throughput %

<85 Green All maps are healthy
>85 && <100

>85 && <100 Yellow Tool
device is experiencing
throughput between 85% to
100%

>100 Red One or many maps in
unhealthy state

Based on the tool device health, flow health for the flows having tool device would be
computed as follows:

Existing Tool Health New Flow Reasons
Flow Health health

Red Red/Yellow/Green Red Existing Flow
Health reasons +
tool health
reasons

Yellow Red Red Existing Flow
Health reasons +
tool health
reasons

Yellow Yellow Yellow Existing Flow
Health reasons +
tool health
reasons

Yellow Green Yellow Existing Flow
Health reasons

Green Red Tool health
reasons

Green Warning One or many Tool health
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Existing Tool Health New Flow Reasons
Flow Health health

maps in warning reasons
state

Green Green Green --

GigaVUE-FM APIs

GCigaVUE-FM APIs are designed with the Representational State Transfer (REST)
architecture, which provides a well structured architecture for performing query, update,
and delete functions in a programmatic manner. GigaVUE-FMAPIs are implemented based
on Open API 3.0 specification (formerly known as Swagger) and conform to required
standards.

NOTE: You can access the GigaVUE-FM APIs without being authenticated in to
GigaVUE-FM. Type <fm-ip/apiref/apiref.ntml> in your browser to view the API
Reference page.

Click Here for the Online API| Reference.

Supported Cloud Environments

The GigaVUE Cloud Suite solution for the various cloud platforms offers network traffic
visibility in the respective cloud platforms. The GigaVUE Cloud Suite solutions acquire,
optimize and distribute selected traffic to security and monitoring tools. The below table lists
the available cloud suites and their respective guides.

Cloud Platform Guides

Public Cloud

AWS GigaVUE Cloud Suite for AWS-GigaVUE V Series 2 Guide
GigaVUE Cloud Suite for AWS-GigaVUE V Series 1 Guide

Azure GigaVUE Cloud Suite for Azure-GigaVUE V Series 2 Guide

GigaVUE Cloud Suite for Azure-GigaVUE V Series 1 Guide

Private Cloud

OpenStack GigaVUE Cloud Suite for OpenStack-GigaVUE V Series 1 Guide
GigaVUE Cloud Suite for OpenStack-GigaVUE V Series 2
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Cloud Platform Guides

Guide

VMware GigaVUE Cloud Suite for VMware—GigaVUE V Series Guide
GigaVUE Cloud Suite for VMware—GigaVUE-VM Guide

Container Visibility

Kubernetes GigaVUE Cloud Suite for Kubernetes Container Visibility
Configuration Guide

Gigamon Gigamon Containerized Broker Guide
Containerized Broker

Universal Container Universal Container Tap Guide
Tap

Other Cloud Platforms

AnyCloud GigaVUE Cloud Suite for AnyCloud Guide

Nutanix GigaVUE Cloud Suite for Nutanix Guide—GigaVUE-VM Guide

The guides provide instructions on configuring the GigaVUE Cloud components and setting
up traffic monitoring sessions for the respective Cloud platform.
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Nodes and Clusters

This section introduces the GigaVUE H Series and GigaVUE TA Series of the GigaVUE Traffic
Visibility nodes. It also describes node and fabric management activities that you can
perform on the physical nodes' embedded GigaVUE-OS from the GigaVUE-FM GUI.

Topics:
» GigaVUE Nodes and Clusters
« Manage GigaVUE® Nodes and Clusters
« Multi-Path Leaf and Spine
« Spineto Spine and Leaf
«  Work with GigaVUE HC TAP Modules
« Fabric Statistics
« Topology Visualization
« Topology Visualization
« Flows
« Device Logs and Event Notifications

NoTE: For device backup/restore details refer to the GigaVUE Administration Guide.

GigaVUE Nodes and Clusters

This section introduces the GigaVUE H Series and GigaVUE TA Series of GigaVUE Traffic
Visibility nodes. It also describes their features and functions of the GigaVUE family of nodes.
It includes the following major sections:

» GigaVUE HC Series and TA Series Overview
= About Cluster

GigaVUE HC Series and TA Series Overview

The GigaVUE-FM HC Series and TA Series delivers performance and intelligence in each of
its Traffic Visibility Fabric nodes, with port density and speeds that scale to your needs, from
1Gb to T00Gb. With an intuitive web-based interface GigaVUE-FM and a powerful CLI based
GigaVUE-OS, the Visibility Fabric is able to replicate, filter, and selectively forward network
traffic to monitoring, management, and security tools. The GigaVUE-FM provides a web-
based centralized interface to configure and manage all of your GigaVUE nodes through a
single pane of glass.
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The GigaVUE HC Series and TA Series nodes include the following models that run
GigaVUE-OS:

. GigaVUE-HCT

«» GigaVUE-HCIP

« GigaVUE-HC2

« GigaVUE-HC3

« GigaVUE-TAIO

«» GigaVUE-TA25

« GigaVUE-TA25E

« GigaVUE-TA40

. GigaVUE-TAI00

«» GigaVUE-TAIO00-CXP

« GigaVUE-TA200

« GigaVUE-TA200E

« GigaVUE-TA400

Table 1: GigaVUE HC Series and GigaVUE TA Series Nodes provides overviews of the
GCigaVUE H_Series and TA_Series nodes.

Table 1: GigaVUE HC Series and GigaVUE TA Series Nodes

GigaVUE-HC1 = 1RU Footprint
= Built-in GigaSMART functionality

= Standard GigaVUE-OS CLI and
GigaVUE-FM GUI

s Cluster with GigaVUE H Series and
GigaVUE TA Series Nodes

GigaVUE-HC2 = 2RU Footprint

= Four front-facing bays for port, TAP, ; L s asalaanlaeis

[sevnivennivesvivenviveveivesy

BPS, and GigaSMART front modules

= One rear bay for a GigaSMART rear
module

= Standard GigaVUE-OS CLI and
GigaVUE-FM GUI

s Cluster with GigaVUE H Series and
GigaVUE TA Series Nodes

GigaVUE-HC3 = 3RU Footprint
= Four Module Slots (Bays)

= Internal Control Card
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GigaVUE-TAI10

Extension Board
Dedicated Cluster Management Port

Standard GigaVUE-OS CLI and
GigaVUE-FM GUI

Supports all GigaVUE-HC3 Modules

Cluster with GigaVUE H Series and
GigaVUE TA Series Nodes

1RU Footprint

Two Module Slots (Bays)and one Fixed
Base Module

4x100G/40G, 8x25G,10G,1G connectivity

Supports GigaSMART applications with
a fixed rear GigaSMART Module.

Supports Flex Inline in unprotected
ports with
100G/40G/10G/25G/4x10G/4x25G speed
Nodes.

Cluster with GigaVUE HC Series and
GigaVUE TA Series.
All ports, excluding BPS ports, of same

type and speed can be used to create
GigaStream.

1RU Footprint

Flexible 10Gb/40Gb Modes for 40Gb
Ports

Standard GigaVUE-OS CLI and
GigaVUE-FM GUI

Cluster with GigaVUE H Series and
GigaVUE TA Series Nodes

GigaVUE-TA25

1 RU Footprint

48 25Gb/10Gb/1Gb ports and 8
100Gb/40Gb ports.

Cluster with H Series nodes.

Standard GigaVUE-OS CLI and
GigaVUE-FM GUI.

Cluster with GigaVUE H Series and
GigaVUE TA Series Nodes

GigaVUE-TA40

Nodes and Clusters

GigaVUE Nodes and Clusters

1RU Footprint

Flexible 10Gb/40Gb Modes for 40Gb
Ports
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Standard GigaVUE-OS CLI and
GigaVUE-FM GUI

s Cluster with GigaVUE H Series and
GigaVUE TA Series Nodes

GigaVUE-TA100 = 1RU Footprint

= Standard GigaVUE-OS CLI and
GigaVUE-FM GUI

s Cluster with GigaVUE H Series and
GigaVUE TA Series Nodes

GigaVUE-TA100 CXP = 1RU Footprint

= 20100Gb CXP Ports, 8 100Gb QSFP28
Ports

= Standard GigaVUE-OS CLI and
GigaVUE-FM GUI

GigaVUE-TA200 = 2RU Footprint
= 64 100Gb/40Gb ports

= Optional patch or breakout panel
support

s Cluster with H Series nodes

GigaVUE-TA400 » 1RU Footprint

= 32 400Gb /100Gb/ 40Gb QSFP-DD/
QSFP28/QSFP+ ports, dual hot-
pluggable power supplies (AC/DC),
seven rear hot swappable fan
modules, console port and a
10M/100M/1G management port.

Notes on TA Series Nodes

«  Atwenty-four (24) port GigaVUE-TAIO version, called the GigaVUE-TAITOA is available
with only the first 24 1Gb/10Gb ports enabled. A license is needed to expand a GigaVUE-
TAI10A to include all 48 1Gb/10Gb ports as well as the four (4) 40Gb ports.

» Onthe GigaVUE-TAIOOQ, only the first 16 out of 32 100Cb ports are enabled. Two port
licenses are available to enable an additional 8 or 16 ports to expand from 16 ports to 24
ports or from 16 ports to 24 ports and then to 32 ports.

« The ports on the GigaVUE-TATOO0 can be used as network, tool, or hybrid ports.

« For more information about the TA Series nodes, refer to the GigaVUE TA Series
Hardware Installation Guide.

For adding a physical node to GigaVUE-FM, refer to Configure Physical Nodes.
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About Cluster

You can use GigaVUE-FM to create a cluster. Cluster is created from standalone nodes that
are currently managed by GigaVUE-FM. The type of cluster that can be created in this
software version is out-of-band.

Any GigaVUE HC Series and TA Series nodes can be a part of a cluster. However, a GigaVUE
TA Series node cannot be a leader. It can only join a cluster with other GigaVUE HC Series
nodes.

In addition to creating a new cluster, you can also manage an existing cluster through
GigaVUE-FM. You can add nodes to an existing cluster and remove nodes from an existing
cluster.

When a new cluster is created, the nodes joining the cluster must be standalone nodes. If a
node is initially part of another cluster, it must be removed from that cluster so that it
becomes a standalone node, before it can be added to the new cluster.

Refer to the following notes and considerations for all nodes in a cluster:
« must be currently managed by GigaVUE-FM
« Mmust be running software version 5.1.00, at a minimum
» Mmust be running the same software version and build version

» Mmust be reachable by GigaVUE-FM, that is, it must be online and not have any
authentication failures

» GigaVUE TA Series nodes that need an Advanced Features License, must be licensed
« Mmember nodes joining the cluster must have preference less than the leader node

« From GigaVUE-FM 5.7 and above , a node which is prior 5.4.00 will show its installed
"Cluster License" as “Advanced Features License”.

For information on clustering concepts, refer to Manage GigaVUE® Nodes and Clusters.

Overview of Seed Node
The seed node concept in GigaVUE-FM is different from the cluster leader role.

When a cluster is created, one of the nodes that you have selected for inclusion in the
cluster will be deemed as the seed node. The seed node will be used to start the formation
of a cluster and will be determined by the cluster leader preference settings of the nodes
selected for the cluster.

You can override the seed node selected by GigaVUE-FM. However, the seed node must be a
node that has the ability to become the leader.
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Initially, the seed node is the source of the configuration information for the other nodes in
the cluster. However, the cluster still consists of a leader, a standby node, as well as normal
nodes. With the addition of more nodes to the cluster, a new cluster leader may be desired.
If the desired leader is different from the seed node, the leader will then become the source
of the configuration information for the other nodes in the cluster.

For creating and managing clusters using GigaVUE-FM, refer to Create and Manage
Clusters.

Manage GigaVUE® Nodes and Clusters

This section describes how to add and manage GigaVUE® H Series and GigaVUE® TA Series
nodes on a GigaVUE-FM:
« Configure Physical Nodes describes the process to add, configure and manage
GigaVUE nodes through GigaVUE-FM.

« Create and Manage Clusters describes the process to create a cluster using the wizard,
add nodes to a cluster, remove nodes from a cluster, edit cluster parameters, and add
stack links.

« Upgrade Software on a GigaVUE Node or a Cluster from GigaVUE-FM describes the
process to upgrade standalone nodes and clusters through GigaVUE-FM.

« Search for Specific Nodes Using Keywords provides information about each of the
standalone nodes and clusters, including a visual indication of each nodes status.

« Overview Page provides the information on each node connected to the GigaVUE-FM.
This section covers the following: Systems Information, Ports Information, and Traffic.

«  Workflows describes how to use the workflow wizards to create four different types of
maps. With the wizards, you can create the following types of maps:

o Out-of-band maps

o Inline maps

o Basic out-of-band GigaSMART maps

o Advanced out-of-band GigaSMART maps

» Chassis Table View describes the Chassis Table View when managing a node with
GigaVUE-FM.

« Safe and Limited Modes describes Safe Mode and Limited Mode.
» |PVv6 based Clustering Support
« Rules and Recommendations for Nodes and Clusters

Topics:
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Configure Physical Nodes

The Physical Nodes page displays a list of physical nodes and clusters. It provides
information about a device's cluster ID, role, model, connection status, device status, and
many other details.

To access physical nodes attached to an instance of GigaVUE-FM, log into GigaVUE-FM. On

the left navigation pane, click on and under Physical, select Nodes to view all the
physical nodes and clusters managed by GigaVUE-FM.

The Physical Nodes page displays the following information:

Field Description

Cluster Name The name of the cluster.

Host Name The host name of the box.

Node IP The IP address of the physical node.

DNS Name The DNS name of the physical node.

Role The role of the node in the cluster. The role of the node can be

one of Leader, Standalone, Member, or Standby.

Model The type of the GigaVUE HC Series model.

NOTE: H Series can cluster with TA Series nodes, but G Series
nodes can only cluster (stack) with other G Series nodes.

Box Id The box Identifier of the node.

SW Version The version number of GigaVUE-FM.

Licensed The status of the physical node or Advanced Features license.
Device Status The current health status of the GigaVUE node or cluster.

To know about how the device health status is computed, refer to
Node Health Status.

NOTE: You can monitor the health status of the device by
enabling the SNMP notifications. For more information on
configuring the email notifications, refer to the “Notifications”
section in the GigaVUE Administration Guide.

Task Status The status of the upgrade process. When the upgrade process is
in progress, the task status displays the number of steps
completed successfully out of the total number of steps to be
completed. For example, upgrade: step (2/5) Image Fetch
Complete.

Once the upgrade process is complete, the upgrade status is
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Field Description

displayed as Upgrade Success or Upgrade Failure.

Connection Status The status of the device discovery. The status displayed can be
one of Authentication Failed, Connection Failed, or OK.

Last Connected Time | The timestamp when the physical node or cluster was last
connected.

Tag The tag or site name and value associated to the physical node or
cluster.

The tag names associated to the physical node or cluster are
displayed as separate columns. Under the tag or site name, the
respective tag or site value is displayed.

NoTE: The columns in the Physical Nodes page can be customized based on the type
of content you want to view in the table. For customizing the columns, refer to Table
View Customization.

Changes made to the cluster through the CLI are reflected in GigaVUE-FM when it
synchronizes with the cluster, which is typically every 5 minutes.

If the latest configuration data is not retrieved from the cluster for more than 30 minutes, a
warning is displayed in the cluster Overview page indicating the last time GigaVUE-FM
successfully synchronized with the cluster.

To view the last synchronized status, click the cluster and view the status at the top of the
Overview page.

Add New Physical Node or Cluster to GigaVUE-FM

You can add physical nodes and clusters to GigaVUE-FM either manually or by importing an
Excel spreadsheet. However, before adding a new physical node, ensure that the node
credentials are added under the System > Node Details.

The node credentials (username/password) used to add a node in GigaVUE-FM must be
configured in the node and must have the necessary privileges for read and write
operation. If you add a node with read-only privileges, it will impact the device operations
performed from GigaVUE-FM.

NoTE: In a cluster configuration, the Normal nodes are seen as Member nodes in
GigaVUE-FM.
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Add Nodes Manually

To add physical nodes manually, do the following:

p—

INNENEN

On the left navigation pane, click on and select Physical .
On the Physical Nodes page, click Add. The Add Physical Node page displays.
Select Add Manually.

Enter or select the information as shown in the following table:

Field Description

Node

DNS name or IP address of the node. Click + to add additional nodes or - to
remove a node.

NOTE: You must add the nodes by their FQDN or hostname rather than IP,
especially in case of NAT nodes. This ensures that GigaVUE-FM and device
communication is not interrupted when there is a change in the IP address of
the node.

When adding clusters, use the VIP of the cluster to add. If VIP is not configured,
they you must add the leaders FQDN or IP, which is the primary address of the
cluster.

Port

The HTTPS port number of the device, if it has been changed using CLI.

NoTE: If you do not provide the HTTPS port number, then the default value
443 will be used for device commmunication.

Secondary IP Address

IP address (nodeAddress) of the node that is used to connect to
the cluster, in case the primary |IP address is not reachable. This
node will be the one which becomes the leader if the leader fails.

NOTE: Secondary IP address is applicable only for clusters configured without
VIP. You cannot add a secondary IP address for standalone nodes. You can edit
an existing cluster and add the secondary IP address.

In case both the primary and the secondary IP address is not
reachable the cluster is marked as unreachable.

Custom Login Credentials

Check box to enable custom login credentials. If enabled enter the following
details:

. User Name

= Password

SNMP Version

The SNMP version to be used to register GigaVUE-FM as a SNMP target on the
node.

Nodes and Clusters

176

Manage GigaVUE® Nodes and Clusters



GigaVUE Fabric Management Guide

Field Description

Node behind NAT Check box to indicate if the node being added is behind NAT. Refer to Add NAT
Behind Nodes for details.

Tags Select the tag key and the tag value to which the node must be associated to.

NOTE: You can only view tags that are permitted for your role. Refer to the
"Tags" section in the GigaVUE Administration Guide for more details.

5. Click Submit to add the node or nodes to the list of physical nodes GigaVUE-FM is
managing.

For standalone nodes, both node IP (Device IP) and cluster ID is the node Address
(nodeAddress) provided by the user while adding the node.

NoTE: In GigaVUE-FM version 5.5.01, the Node IP was the actual IP and the Cluster ID
was either the DNS ID (if the IP address was resolved) or the Node IP (if the IP address
was not resolved).

Add Nodes From an Excel Spreadsheet

You can add nodes to GigaVUE-FM by uploading an Excel spreadsheet that contains a list of
the physical nodes that you want GigaVUE-FM to manage. You can create the spreadsheet
or use a spreadsheet from a previous export of the nodes. The format of the spreadsheet
must have at least a column with the node addresses along with the HTTPS port number (if
the port number of the node has been changed using CLI) and the header Node Address.

E » |f you do not provide the HTTPS port number in the Excel spreadsheet, then the
default value 443 will be used for device communication.

» For software version greater than 5.11, Node_IP should be changes to Node

Address.
Cluster ID Host Name Task Status Node Address Role Model Box Id Serial Number SW Version
10.210.31.42 gigamon-8cad79 10.210.31.42 Standalone HC3 10 JAD79 5.7.05.23
10.210.31.39 gigamon-8c26f4 10.210.31.39 Standalone HC3 11 J26F4 5.8.00
10.210.31.41 gigamon-8ce830 10.210.31.41 Standalone HC3 4 JE830 5.10.00
10.115.206.166 gigamon-a03927 10.115.206.166 Standalone HC3 5 13927 5.10.00
10.115.38.37 FM-GTAP 10.115.38.37 Standalone GTAPA 1FB0-02B3 5.10.01
Sample gigamon-8c8748 10.210.31.51 Standby HC2 10 C8748 5.12.00_Beta
Sample gigamon-8ccOb5 10.210.31.55 Leader HC1 HCOBS 5.12.00_Beta
10.210.31.53 gigamon-8cf89e 10.210.31.53 Standalone TA100 4 FF89E 5.12.00_Beta
10.210.31.52 gigamon-8cd906 10.210.31.52 Standalone TA10 5 DD%06 5.12.00_Beta
10.115.206.90 gigamon-a012fb 10.115.206.90 Standalone HC3 2 J12FB 5.13.00
10.115.206.23 gigamon-a0f552 10.115.206.23 Standalone HC1 2 HF552 5.13.00
10.115.38.55 FM-TA40-55 10.115.38.55 Standalone TA40S 5 EO35D 5.13.01
10.210.28.98 gigamon-a0b0c5 10.210.28.98 Standalone HC2 2 CBOCS 5.14.00
10.115.206.193 gigamon-a02c66 10.115.206.193 Standalone HC3 5 J2C66 5.14.00
10.115.206.246 gigamon-aObc7d 10.115.206.246 Standalone HC3 6 JBC7D 5.14.00_Beta
10.115.206.244 gigamon-aObb80 10.115.206.244 Standalone HC3 4 JBB80 5.14.00_Beta
Figure1 Node List Spreadsheet for Import/Export
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NoTE: The format of the spreadsheet changed in GigaVUE-FM 3.3. To import a
spreadsheet created by GigaVUE-FM prior to GigaVUE-FM 3.3, you can modify the
previous spreadsheet or do a new export after upgrading to the current version of
GigaVUE-FM. An example of a spreadsheet is shown in Figure INode List Spreadsheet
for Import/Export.

You can also import nodes to GigaVUE-FM by uploading an Excel spreadsheet that contains
only the Node Address, username, and password of the nodes that you want to import. An
example of such spreadsheet is shown below:

Node Address username password
10.115.206.166 admin adminl123A!!

To add physical nodes by importing from a spreadsheet, do the following:

1.  On the left navigation pane, click on select Physical .
2. On the Physical Nodes page, click Import.

The Add Physical Node page displays with the Import from Excel option automatically
selected. The page displays an area for selecting or dragging and dropping a file.

3. Drop an Excel file onto the page or click Select File to upload the file.
The page displays the list of IP address.
4. Select the nodes to add to GigaVUE-FM.

5. Click Submit to add the node or nodes to the list of Physical Nodes GigaVUE-FM is
managing.

NoTE: If the nodes/clusters that are being imported in to GigaVUE-FM are associated
to tags, you must ensure to add the tags to that GigaVUE-FM instance before
importing the nodes. Otherwise, the nodes will not be associated to the tags. Refer to
the GigaVUE Administration Guide for more details.

NAT Behind Nodes

GigaVUE-FM can manage nodes and clusters that use Network Address Translation (NAT)
for IP address conversion. GigaVUE-FM identifies the nodes behind NAT based on the Node
Behind NAT option which you must select at the time of adding the nodes. Refer to Add
Nodes Manually.

Prerequisites

In order for GigaVUE-FM to manage the devices and clusters that are behind NAT:
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«» GigaVUE-FM must be running software version 5.7 or higher.

» Devices must be running software version 5.3 or higher.

» Devices must be assigned NAT IP and Fully Qualified Domain Names.

« Domain name server and default search domain must be configured in GigaVUE-FM.

Add NAT Behind Nodes

When managing clusters behind NAT, GigaVUE-FM does not know the NAT IP of the
members in the cluster. You cannot also configure the NAT IP of the members. GigaVUE-FM
only identifies the private IP of the nodes through the API. Therefore, for device specific
operation, GigaVUE-FM uses host names to connect to the nodes. You must therefore
configure the domain name server and default search domain in GigaVUE-FM. Refer to the
“NAT Configuration” section in the GigaVUE Administration Guide. If you do not configure
the domain name server and search domains, then it may lead to failure in node specific
operations.

NoTE: When adding nodes, ensure the following:

« Select the Node behind NAT option for a node that is behind NAT.
« Do not select the Node behind NAT option for a normal node.

If you fail to perform the above operations, then you may experience inconsistency in
managing the nodes.

Refer to the “NAT Configuration” section in the GigaVUE Administration Guide for details.

Limitations

Though GigaVUE-FM can manage nodes behind NAT from software version 5.3, SNMP traps,
Syslog messages and event notifications will not be pushed from the node to GigaVUE-FM.
This is because GigaVUE-FM registers its ethO address as target address on the nodes to
receive the notifications but the nodes behind NAT will not be able to reach GigaVUE-FM by
its ethO IP. These limitations are not applicable for node version 5.7 and above.

NoTE: Refer to the “NAT Configuration” section in the GigaVUE Administration Guide
for details.

Cluster Discovery Behavior

GigaVUE-FM does not detect individual nodes that were part of a cluster, if the cluster was
dismantled using the CLI. GigaVUE-FM always reaches the cluster by its virtual IP address (if
configured). When a cluster is dismantled through the CLI, the virtual IP address of the
cluster will no longer be available and the cluster is therefore marked as unreachable. There
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is no change in detecting node additions, removals, or membership changes performed
from CLI. Refer to the Rules and Recommendations for Nodes and Clusters for details on
Cluster Configuration through CLL.

Note: When you reboot a device in cluster, the device status appears as Green ,whereas the
connection status of the device appears as Connection Failed, and the role of the device
appears as Standalone. In the subsequent discovery cycle , the rebooted devices appear in
the cluster with their Role, Device Status ,and Connection Status.

ARP/NDP Timer Settings

The Address Resolution Protocol (ARP) or the Neighbor Discovery Protocol (NDP) timer
specifies the aging time on the IP interface. The ARP timer is used for IPv4 addresses and
the NDP timer is used for IPv6 addresses. The timer is configurable from 3 to 30 seconds. The
default is 30 seconds. When an IP interface is configured, ARP/NDP requests are sent to the
IP interface to find the gateway MAC address. In response, the gateway sends an ARP/NDP
reply. The control card tries to match the IP address of the IP interface with the |IP address of
the ARP/NDP message received. If a match is found, the ARP/NDP status changes to
resolved (otherwise the ARP/NDP status is not resolved).

Once the ARP/NDP status is resolved, the ARP/NDP timer of the IP interface controls the
interval at which an ARP/NDP request is sent to the gateway to detect if the gateway is
reachable or not.

You must enable the IP Gateway Status SNMP trap to send SNMP notifications when the
ARP/NDP status changes. To enable SNMP notifications, refer to Enable or Disable Events for
SNMP Notifications.

Change the ARP/NDP Timer Settings

The default ARP/NDP timer value is 30 seconds. To change the timer setting at the node-
level:
1.  On the left navigation pane, click on select Nodes.

2. Inthe Physical Nodes page, select the node for which you want to change the ARP/
NDP timer setting.

3. Go to Settings > Global Settings > ARP/NDP.
4. Click Settings.

5. Inthe ARP/NDP Settings page, choose the required ARP Refresh Time Interval or the
NDP Refresh Time Interval in seconds.

6. Click OK.
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The ARP Entries table and the IPve Neighbor Entries table dynamically refresh to display
information such as the IP address and Hardware address mapping, aging, state, and
interface details.

Click Clear > Clear ARP Entries or Clear > Clear IPv6 Neighbor Entries to remove the
entries from the tables.

Enable Gratuitous ARP on Management Interface

A GCratuitous ARP is an Address Resolution Protocol response that is sent without an ARP
request. The Gratuitous ARP response is sent as a broadcast in the network. It is a
mechanism by which a device can announce or update its IP address to MAC address
mapping. This helps the neighboring devices to discover the device that has sent the
Cratuitous ARP response and forward subsequent packets to the device without any delay.

You can enable the Gratuitous ARP on the management interface of a GigaVUE HC Series or
GigaVUE TA Series device. Ensure that the management interface is configured with static
IP address. A Gratuitous ARP response is sent to the network when:

¢ the device boots up.
e the IP address of the device changes.
» the link state of the management interface comes up.

NOTE: You cannot enable Gratuitous ARP on the management interface that is
configured with DHCP.

To enable Gratuitous ARP on a management interface:

1. On the left navigation pane, click on and select Nodes.

2. Click on a node on which you want to enable Gratuitous ARP. The Overview page of
the node appears.

In the left navigation pane, select Settings > Interface > Protocol Configuration.
4. Select the box ID on which you want to enable Gratuitous ARP, and then click Edit.
5. Select the Gratuitous ARP check box.

W

SNMPvV3 Support

Starting with software version 5.4 GigaVUE-FM creates an SNMPv3 user during the upgrade
process from version 5.3. The SNMPV3 user is created with same authentication and privacy
settings previous held.
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NoTE: SNMPV3 support is only available on FM software version 5.4 user and SNMPv3
users created by FM cannot be modified by users.

Enable SNMPv3 on Nodes

You can enable SNMPV3 from the node addition page, If node version 5.4 or higher and
SNMPV3 is selected, the FM registers itself as a SNMPV3 trap receiver. If the SNMPV3 is
chosen and the node version is 5.3 or below then, FM registers itself as a SNMPV2 trap
receiver. When this occurs FM reports an event that FM does not support SNMPv3 on the
node with 5.3 or lesser version.

Enabling SNMPv3 During Upgrade

1. On the left navigation pane, cIick and select System> Credentials. The Credentials
page displays a listing of the nodes and SNMP versions.

2. Select a node to upgrade, and click Edit.
3. Select SNMP version - SMNPV3
4. Click Save.

Enabling SNMPv3 on a New Node

1. Select Physical>Nodes> Add. The Add Physical Node displays.

Enter Node Name.

Click Enable.

Enter Username and Password.
SNMP Version: SNMPV3.

I

Click Submit.

Create and Manage Clusters

This section describes the GigaVUE-FM clustering. Refer to the following sections for details:
« About Cluster
« Create Clusters
« Support for Cluster Types
« Regular Cluster Formation Workflow
« Edit Cluster
= Add Nodes to a Cluster
= Remove Nodes from a Cluster
« Edit Cluster Parameters
» Check Cluster Status
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About Cluster

A cluster consists of multiple GigaVUE-OS nodes operating as a unified fabric such that
packets entering the cluster on one node can be sent to a destination port on any other
node. You set up packet distribution using the standard box ID/slot ID/port ID format,
allowing maps to distribute traffic to any port in the cluster.

The following figure illustrates a sample cluster of GigaVUE-OS nodes.

GigaVUE-HDR

GigaVUEHDR

' ' stack-links

(data traffic)

‘_’ cluster management

(stacking fraffic)

Figure 2 Sample Cluster
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Cluster Node Limit

Any GigaVUE-OS nodes can join other nodes in a cluster. The GigaVUE-HC]1, GigaVUE-HC2,
GigaVUE-HC3, and GigaVUE TA Series nodes, including Certified Traffic Aggregation White
Box (white box), can be included in the same cluster. Starting in software version 4.5, the
maximum number of nodes supported in a cluster is 32. For details, refer to Cluster Scaling.

In addition, there is another independent limit, which is for the maximum number of line
cards supported in a cluster, across all of the nodes in the cluster. This limit is determined by
cost units. Cost units are based on the total number of line cards, line card types, and chassis
type. Cost units measure the resources that a node needs in a cluster. The higher the cost
unit, the more resources are needed to manage the node.

The following table has examples of line card and chassis types, and their cost units.

Line Card Type or Chassis Cost Unit

GigaVUE-HCI-Plus 1
GigaVUE-HC1 Chassis 1
GigaVUE-HC2 Chassis 1
GigaVUE-HC2 Chassis with Control Card version 2 1
(HC2 CCv2)

GigaVUE-HC3 Chassis 1
GigaVUE-HC3 Chassis with Control Card version 2 1
(HC3 CCv2)

GigaVUE-TAI10 1
GigaVUE-TA25 1
GigaVUE-TA25E 1
GigaVUE-TA40 1
GigaVUE-TAI00 1
GigaVUE-TA100-CXP 1
GigaVUE-TA200 1
GigaVUE-TA200E 1
Certified Traffic Aggregation White Box 1

For example, if a GigaVUE-HC3 has one PRT-HC3-C08QIl6 line card, one SMT-HC3-C05
GigaSMART line card, and one BPS-HC3-Q35F2G + PRT-HC3-X24 line cards, the cost units are
4 +1=5,
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NOTE: The cost unit for a GigaVUE-HC2 is always 1, regardless of how many modules
are installed.

The cost unit maximum for the various nodes in the cluster is 255.

Therefore, the largest cluster supported is determined either by the maximum number of
nodes (32) or by the cost unit maximum, whichever is reached first.

Cluster Scaling

The maximum number of nodes and map rules supported in a cluster is as follows:

Table 2: Maximum Number of Nodes and Map Rules Supported in a Cluster

When a Cluster is Configured with: Number of Maximum Map Rules
Nodes

Out-of-Band Cluster Management 32 38000

Inband Cluster Management 16 38000

The maximum number of map rules supported in a cluster apply to all nodes in the cluster
including GigaVUE HC Series nodes: GigaVUE-HC3, GigaVUE-HC2, GigaVUE-HC], and
GigaVUE TA Series nodes: GigaVUE-TAI0, GigaVUE-TA40, GigaVUE-TA100, and GigaVUE-
TA200, including Certified Traffic Aggregation White Box (white box).

Cluster Topologies

The following cluster topologies are supported:

» star
« daisy-chain
« tree

Separate Paths for Cluster Control and Stack Traffic

There are two types of clustering: out-of-band and inband.

The nodes in a cluster are constantly communicating with one another, exchanging
heartbeats to check on one another's status, exchanging configuration information so that
changes made on the leader are propagated to other nodes, and making changes to cluster
roles based on changes in status.

GigaVUE-OS separates cluster control traffic from the actual flow of packets from ingress
ports on one node to egress ports on another for the two types of clustering, as follows:
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Out-of-Band With out-of-band clustering, cluster control traffic is carried out-of-band on its own
Clustering on Mgmt network as follows:

Ports GigaVUE-HC3 nodes use the Mgmt port (ethO) .
GigaVUE-HC2 nodes use the Mgmt port (ethO).
GigaVUE-HC1 nodes use the Mgmt port (ethO).
GigaVUE-TATO nodes use the Mgmt port (ethO).
GigaVUE-TA25 nodes use the Mgmt port (ethO)
GigaVUE-TA40 nodes use the Mgmt port (ethO).
GigaVUE-TAT00 nodes use the Mgmt port (ethO).
GigaVUE-TA200 nodes use the Mgmt port (ethO).
GigaVUE-OS on white box nodes use the Mgmt port (ethO).

Cluster Management port(s). Using the cluster management port(s) lets you route
cluster control traffic over a separate network from the network used to access the
Mgmt port. This prevents cluster control traffic from overloading the traffic used to
access the Mgmt port.

Mgmt Port (ethO0). You can also select to use the standard Mgmt port for cluster
control traffic. In this implementation, cluster control traffic uses the Mgmt port’s
Ethernet connection.

Inband Stack-links are used to create a stacking connection between two GigaVUE nodes in a

. cluster. Stack-links carry traffic from network ports on one node to tool (or GigaSMART)
C|USter|ng on ports on a destination node.

Stack-Links With inband clustering, cluster control traffic is carried inband through the stack-link.

Stack-links can be constructed out of individual stack ports, for example, a 40Gb port
on a PRT-HCO-QO06 or PRT-HCO-X24 for GigaVUE-HC2, or stack GigaStream. You decide
which to use with the gigastream and ports arguments in the stack-link coommand.
For example, the following commmand creates a stack-link between the g1 40Gb port
on box 1/slot 1and the gl port on box 2/slot 7:

(config) #stack-link alias biglink between ports 1/1/q1 and 2/7/q1 comment
“40Gb Stack”

Stack links are supported at speeds of 10Gb, 40Gb, and 100Cb. Refer to the Hardware
Installation Guide for each GigaVUE node for information on stack link support.

Keep in mind that because of the 10Gb port density offered by GigaVUE-OS nodes,
using only one 10Gb port for a stack-link could cause a serious bottleneck. A stack
GigaStream dramatically increases the bandwidth available for stack-links, letting you
connect GigaVUE-OS nodes in a cluster and still take advantage of the 10Gb port
density. Alternatively, nodes with 40Gb or 100Gb ports can take advantage of their
high bandwidth for stack-links.

When using stack GigaStream for stack-links, you must create a stack GigaStream on
each side of the stack-link and each side must consist of the same number of ports
running at the same speed.
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About Cluster Roles

Communication with a GigaVUE-OS cluster is accomplished using a leader virtual IP address
assigned to the cluster as a whole. Physically, the virtual IP address resolves to only a single
leader at any one time. However, the leader role on the GigaVUE-OS node is not statically
assigned to a single node. Instead, any node (except GigaVUE TA Series and the nodes
residing on a different management subnet) in the cluster can take on the leader role if the
situation requires it (for example, if both the leader and the current standby nodes go down).

When a new node becomes the leader, it takes ownership of the virtual IP address used for
leader access to the cluster. Because all of the nodes in the cluster share the same database,
this transition takes place seamlessly, ensuring that the cluster survives the failure of one or
more nodes.

The virtual IP address is assigned to the primary control card in the configuration jump-start
wizard:

Step xx: Cluster mgmt virtual IP address and masklen? [0.0.0.0/0]

Each node in the cluster is performing one of the following roles at any given time:

« Leader - This node has possession of the cluster’s virtual IP (VIP) address and takes
responsibility for dispatching commands to the entire cluster.

» Standby - This node takes over the leader role in the event of a failure on the node
currently holding the role.

« Normal - These nodes perform normal GigaVUE operations with minimal cluster
responsibilities. However, they, too, have a complete copy of the cluster’'s database.
When a leader fails and standby is promoted to be the new leader, an election process
takes place automatically between all normal nodes, ensuring that a new standby is
found.

Setting a Node'’s Priority in the Leader Election Process

Clusters of GigaVUE-OS nodes perform a leader election in the following situations:

« Cluster reload
« Leader or standby node failure

In either of these cases, a new node is selected to perform the necessary role(s). You can set
the cluster leader preference for each individual node in the cluster to specify how likely
the node is to claim a leader/standby role. Higher values are more likely to claim the
leader/standby role; lower values are less likely.

Use preference settings from 10 to 100 for leader, standby, and normal roles. Use preference
settings from 1to 9 for normal nodes that are excluded from taking the leader or standby
role.
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In software version 4.5, the preference cannot be set to zero. A node with a preference of O in
an earlier software version will be changed to 1 after upgrading to 4.5 or higher.

GigaVUE-OS sets defaults for the preference argument based on the type of control card in
use. If you choose to change a node’s preference setting, it is generally preferable to set
higher priorities for nodes with more processing power. GigaVUE-HC3, or GigaVUE-HC2
nodes provide the most processing power, followed by GigaVUE-HC1 nodes, followed by
GigaVUE TA Series nodes.

NoTE: All GigaVUE TA Series nodes including the white box, will automatically be
added to a cluster with preference set to 1 because any Traffic Aggregator can never
take the role of, or be eligible to be, the leader.

Note: The Clustering Daemon (Clusterd) restarts ,if the no card slot 1/4 down force command
is executed after performing a cluster reload.

In addition, in an event of a cluster reboot, any GigaVUE TA Series node in a cluster may
show as standby for a couple of minutes while the cluster is coming up from the reboot
cycle. However, once the cluster is up and running, none of the GigaVUE TA Series nodes can
be a standby.

About the “Unknown” Cluster Role

In addition to the standard roles in About Cluster Roles, the system may occasionally report
a node operating with an unknown cluster role. A node with an unknown cluster role is no
longer being actively managed by the leader.

When a node that was formerly part of a cluster transitions to an unknown cluster role, its
database will typically be out of synchronization with the leader’s. You can restore the node
to the cluster by using the reset factory keep-all-config command, followed by a reboot,
and running configuration jump-start to rejoin the cluster with a clean local database.

NoTE: If a leader gets unknown cluster role, do not perform any configuration on the
leader node as database sync may not happen.

Sample Cluster Control Connections

The GigaVUE-OS provides a flexible approach to cluster control traffic, allowing you to route
it over cluster management or Mgmt ports. The ports available and their ethx designations
vary by control card version and node type, as summarized in the following table:

Control Card/Node Possible Cluster Control Deployment Models
Type Ports
HCCv2 Control Card Mgmt (ethO) « Mgmt (ethO) and L2
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Control Card/Node

Type

Possible Cluster Control

Ports

Deployment Models

switch

GigaVUE-HC3 Node

Mgmt (ethO)

Mgmt (ethO) and L2
switch

GigaVUE-HC2 Node

Mgmt (ethO)

Mgmt (ethO) and L2
switch

GigaVUE-HC1 Node

Mgmt (ethO)

Mgmt (ethO) and L2
switch

GigaVUE TA Series Nodes

Mgmt (ethO)

Mgmt (ethO) and L2
switch

Sample Cluster Control Configurations

Nodes in the same cluster must use the same cluster interface. For example, if there is a

GigaVUE-TAIO in the cluster, all nodes in the cluster must use ethO.

Zeroconf for Cluster Management Ports

By default, cluster management ports use zero configuration networking (zeroconf) to

establish networking settings. This eases configuration when establishing clusters using the
cluster management port(s).

Keep Cluster Management Ports Connected!

IMPORTANT: Clusters implemented using the cluster management ports for cluster control
traffic must ensure that the cluster management ports of all nodes in the cluster are
connected at all times. This prevents a situation where multiple leaders claim the

management VIP address, resulting in the inability to connect to it at all.

Sample Stack-Link Configurations

This section illustrates some sample configurations for the data-carrying stack-links in a

cluster, including a star configuration and a daisy-chain using a GigaStream. You can see a

combination of star and daisy-chain in About Cluster.

IMPORTANT: Ensure that you do not cable the stack-links in a loop. Use a star or daisy-

chain configuration, as follows:
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Star Configuration

Use a GigaVUE-OS node as the hub in a star configuration. This makes it easy to create a star
configuration that maximizes traffic distribution efficiency. With a star configuration, no
destination is further than two hops away. Note that the following image only shows the
stack-link connections and not the cluster control connections from the control cards.

HC2 ( box-id 2)

HC2 ( box-id 3)
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Figure 3 Star Configuration
Daisy-Chain Configuration Using GigaStream for Stack-Link

You can connect two GigaVUE-OS nodes together in a daisy-chain, for example, using any
10Gb line card port. Since ,there can be up to 96 10CGb ports on a single GigaVUE-HC3 node,
the stack-link needs enough bandwidth to handle expected cross-node traffic volume.
Create a stack GigaStream out of up to 24x10Gb (PRT-HC3-X24) or 8x100Gb (PRT-HC3-
C08Qlb) or 16x40GCb (PRT-HC3-C08Q16) ports to handle expected cross-node traffic loads.

o 5 v B

Figure 4 Daisy-Chain Configuration using GigaStream for Stack-link

Creating Clusters: A Roadmap

Setting up a cluster consists of the major steps shown in the following figure:
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@. Plan the Cluster

@_ Make Physical
¥ Connections

®-‘ Configure Each Node
=53 in the Cluster

—

@_. Add Normal Nodes

@. Create Stack-Links
g

@? Verify Connectivity

Configure Cross-Node
®5 Packet Distribution

Step 1: ldentify Requirements, Create a Topology, and Write a Per-Node
Configuration Plan

Start by identifying the number of nodes in your cluster, the ports to use for stack-links,
the ports o use for cluster contrel, and 5o on. Then, draw a cluster topology that
positions each of your nodes in the cluster. Finally, create a per-node configuration plan
with the CLI commands o be issued on each node in the cluster.

Step 2: Connect the Nodes According to the Stack Map

You must make physical connections for the cluster conirol traffic interfaces before issuing
any cluster configuration commands. This is also a good time to cable the stack-links
between the nodes in the cluster.

Use the show interfaces ethx command on all nodes to verify that the intended poris have
IP connectivity. Keep in mind that the cluster management port addresses are
auto-assigned and do not need to be changed.

Step 3: Configure Each Node in the Cluster
For each node in the cluster, use the config jump-start script to specify matching settings for

the Cluster ID, Cluster Mame, and Cluster Mgmt IP Address (VIP). The first node automatically
becomes the leader, subsequent nodes join the cluster as a standby and then nommal nodes.

Step 4: Connect to Leader and Add Normal MNode to Database

Connect to the VIP address and use the chassis box-id and card all commands to add the
chassis and card settings for eéach node in the cluster to the lsader database.

Step 5: Connect and Create Stack-Links
Evaluate the expected volume of cross-node traffic and create stack-links with encugh
capacity to handle it. Depending on the volume, you may only need a single 10Gb

stack-link. or, alternatively, you may want lo use a stack GigaStream to expand capacity up
to 320Gb. Ensure that you do not create loops with the stack-links.

Step & Verify Cluster Connectivity

Use the show cluster glebal and show cluster configured commands to verify cluster
settings and connectivity.

Step 7: Configure Cross-Mode Packet Distribution

Set up connections that fraverse all stack-links and verify that traffic arrives as expected.

Figure 5 Creating Clusters: Major Steps
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Rules and Recommendations for Nodes and Clusters

Keep in mind the following rules and recommendations when managing nodes and
clusters:

» Ifyou add a node as a standalone node or as a cluster manually in GigaVUE-FM, the
node will remain in that state unless you delete the standalone node/cluster. Refer to
Using Command Line Interface for Managing Clusters for rules on adding and deleting
the nodes using CLI.

» You can add a cluster to GigaVUE-FM using the cluster VIP or the IP address of the
leader.

« The state of the cluster is decided based on the cluster API response from the device.

» Before joining an existing GigaVUE node to a cluster, it is recommended to use the no
traffic all or reset factory cormmand to clean up existing traffic-related configuration.
For example, in a cluster there is one leader and the other nodes are GigaVUE-TA
nodes. When the leader is removed from the cluster, the GigaVUE-TA nodes moves to
the unknown state. If another leader joins the cluster with a different database, the
GigaVUE-TA nodes that are existing in the cluster will remain in the unknown state.

« Remove all physical loops before enabling the cluster. An accurate cluster topology will
help with this. The GigaVUE-OS node automatically detects and prevents
configurations that would cause loops, but it is best to avoid them in the first place.

« Star configurations offer the most efficient use of bandwidth. In general, use one
GigaVUE-OS node at the hub of your star and then connect spokes off of that.

» Create stack-links with enough capacity to match expected cross-node traffic. For
example, you can use a 24x10Gb (PRT-HCO-X24) or 6x40Gb (PRT-HCO-QO6) for the
GigaVUE-HC2 node.

« Configure only the stack type ports that you will use in the stack-link configuration.
Loops can be created if stack type ports are configured but then not used in a stack-
link.

« The first node added to the cluster becomes the leader. This is important when creating
a new cluster using an existing, already-configured node and a new node. If you want
to keep the configuration on your existing node, use it as the first node in the cluster.
This way, the existing node becomes the leader and the new node inherits its
configuration, preserving your existing settings. GigaVUE TA Series nodes are an
exception since they cannot be the leader.

«  When joining a new node to an existing cluster, give the new node a lower precedence
than the leader. Once the database has synchronized to the existing leader, you can
increase the precedence to make the newly joined node the leader, if that is required.

= You cannot have more than one leader in a cluster.

« For Inband Clustering, you must make physical connections for the cluster control
traffic interfaces before issuing any cluster configuration commands. Because the first
node added to a cluster becomes the leader, configuring cluster settings before
physically connecting the cluster control network results in a situation with multiple
leaders attempting to connect to the same cluster.
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NOTE: Merging clusters is not supported.

« For Layer 3 Out of Band clustering, the leader and the standby nodes must reside
within the same subnet and must have the Gigamon Discovery Protocol (GDP) enabled
for auto discovery.

«» GigaVUE TA Series and Certified Traffic Aggregation White Box nodes in a cluster can
have tool, network, hybrid, and stack ports.

« A GigaVUE TA Series node cannot be a leader. It can only join a cluster with other node
types, such as GigaVUE-HCI1, GigaVUE-HC2, or GigaVUE-HC3.

« A GigaVUE TA Series node cannot be a standby node either. If the cluster has one
leader and all other nodes are GigaVUE TA Series nodes, the cluster will not have a
standby.

» Since a GigaVUE TA Series node can never be a leader or a standby in a cluster, a
database restore is not possible. The best option is a text restore that has the
information of the other nodes in the cluster removed from the text backup of the
GigaVUE TA Series.

« If GigaVUE-HC1 and GigaVUE-HC3 devices are member nodes of a scaled cluster of
approximately 10K map rules, then the following sequence of steps should be avoided:
a. Removal of nodes from the cluster.
b. Reload the removed node with TOK map rules.

If the above steps are done, the nodes may get locked out and you will not be able to log in
to the devices. To remove a GigaVUE-HCI1 or GigaVUE-HC3 node from a cluster and use it as
a standalone node:

¢ Remove the node out of cluster.
» Erase the configuration using the "no traffic all' cormmand on the standalone node.
* Reload the node.

RBAC and Tag Control on Nodes and Clusters:

e A user belonging to the Infrastructure Management resource category can create
clusters in GigaVUE-FM using the nodes that he has access to, depending on the tag keys
and the tag values assigned to him. The tag keys and the tag values of the user will be
applied on the nodes and the cluster. Similarly, when the user removes a node from the
cluster, the removed node gets the tags of the user.

» |f a user has tag key and tag value set to ALL (as in the case of a super admin or admin
user), then the tag key and the tag value applied to the nodes in the cluster depends on
the tag value of the leader of the cluster. Similarly, if a node is removed from the cluster,
then the tag value of the leader is applied to the removed node.

Example:

Consider the following:
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e tag key: Location

» tag values: California, Texas, Washington and New York

» User configured with tag key Location and has access to all tag values (ALL). Also, the

user has access to the following devices.
e devl-10.115.46.11 - Tag-> Location: Texas
e dev2 -10.115.46.12 - Tag -> Location: California

If the user creates a cluster C1 with devl and dev2, and devl as a seed node, as the user
has access to all tag values of the tag Location, the tag value is derived from the seed
device. In this example, the seed device is devl which has tag value Texas.

The created cluster C1 will have the tag key: Location with value Texas.

e For nodes with single-valued tags, if you change the tag value of the node, a confirmation
message pops-up. Based on the response, the tag value of the node is changed. Refer to
the Create User-defined Tag section in the GigaVUE Administration Guide.

Using Command Line Interface for Managing Clusters

The following table provides information on the behavioral changes observed in

GigaVUE-FM when the nodes are managed from CLI.

Until Software Version 5.10.00

Process

Add Nodes to e If the node is already managed by
Cluster GigaVUE-FM: The node will be added
to the cluster and stack mode will be

updated.

e If the node is not already managed
by GigaVUE-FM: The node will be
added to GigaVUE-FM.

From Software Version 5.11.00

e If the node is already managed by
GigaVUE-FM: Config sync will fail and is
notified with appropriate messages. You
must first delete the node from GigaVUE-
FM and then add the node to the cluster.

For example, consider the following nodes
and clusters managed by GigaVUE-FM:
e Stand alone node A

e Cluster C with nodes B and C.

To add the standalone node A to
cluster C, you must first delete the
node A from GigaVUE-FM and then
add the node to cluster C.

« If the node is not already managed by

GigaVUE-FM: The node will be added to
GigaVUE-FM.
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Until Software Version 5.10.00 From Software Version 5.11.00

Process

Remove nodes The node removed will be managed asa | The node removed from the cluster
from cluster standalone node in GigaVUE-FM. will also be removed from GigaVUE-
FM. If you want GigaVUE-FM to
manage the node as a standalone
device, you must add the node
again. Refer to Add New Physical
Node or Cluster to GigaVUE-FM

section.
Edit Cluster ID The new cluster id will get updated The next config sync will fail because of the
during the next config sync cycle. change in cluster ID. You must remove the

cluster and add it again, so that the cluster
is rediscovered with the new cluster ID.

Moving nodes The node is removed from the existing The node will be moved to the new
between clusters cluster and added to the new cluster. cluster only if it is removed from the
existing cluster. If the node is not
removed from the existing cluster,
config sync will fail until the node is
removed from existing cluster.This
could happen when the config sync
for the cluster from which the
device is moved out is triggered
first.

For example, consider the following
nodes and clusters managed by
GigaVUE-FM:

Cluster Cl: Nodes A, B, C
Cluster C2: Nodes E, F, G

If node E is moved from C2 to Cl
through CLI, then following will be
the behavior in the next config sync:

If cluster C1 first completes the
config sync:
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Until Software Version 5.10.00 From Software Version 5.11.00

Process

e Config sync will fail. This is because a
device which is already in C2 is now
being claimed in C1.

e Assoon as cluster C2 completes the
config sync, node E will be removed
from C2.

¢ The next config sync will succeed for
cluster CI.

If cluster C2 first completes the
config sync:
« Node E will be removed from C2.

« When config sync for Clis completed,
node E will be added to Cl.

If you keep moving the nodes from
C2 to C1, then all but the last node
will get moved. To move the last
node you must first delete the
cluster C2. In the subsequent config
sync, node G will get added to
cluster C1.

NoTE: If a node in a cluster does not report during config sync, GigaVUE-FM wiill
remove the node, and an alarm with severity status ‘Critical’ is triggered (Alarm
description: Device is not reported). If the node reports back to the same cluster, then
the alarm will be cleared. However, if you acknowledge or delete the alarm and the
node does not report back (if the node has been removed or added to another
cluster) with in an hour after the alarm has been acknowledged, then GigaVUE-FM
will clear the alarm.

GigaVUE-TA Series and GigaVUE-HC3 Clustering Recommendations

The following recommmendations are for GigaVUE-TA Series and GigaVUE-HC3 nodes in a
cluster:

« When a GigaVUE-TA Series or GigaVUE-HC3 is connected to a node of a different type,
ports may not become operationally up until the stack-links are created between the
stack ports. To ensure the ports become operationally up:

o Configure the specified ports as stack ports.
o Configure the stack-link between the stack ports.
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Cluster Rules
Clusters must adhere to the following rules:

All GigaVUE-OS nodes in a cluster must run the same version of the GigaVUE-OS software, including the major
and minor version numbers.

Each GigaVUE-OS node in a given cluster must share the same Cluster ID, Cluster Name, and Cluster Mgmt
IP Address. You can configure these settings in the config jump-start script, or, alternatively, use separate
cluster commands to set them. When adding a node present on the same IP subnet to an existing cluster, so
long as you specify the cluster ID correctly, the cluster Mgmt IP address (VIP) will be synchronized from the
leader automatically.

Cluster management ports must be on the same IP subnet.

Each GigaVUE-OS node in a cluster must have its own unique box ID. The box ID is assigned to a chassis from
the leader with the chassis box-id <box ID> serial-num <serial number> command (). Keep in mind that if
you are using GigaSMART trailers to identify ingress ports, only box IDs from 1-64, inclusive, are supported.

You can only connect optical-to-optical stack-links. Stack-links must be at least 10Gb. In addition, they must
use the same transceiver types, such as LR-to-LR, or SR-to-SR.

Use a stack-link between different types of GigaVUE-OS nodes so long as the medium, speed, and number of
ports involved is the same on both sides.

Best Practices for OOB Clusters with IGMP Snooping

The following are best practices for out-of-band (OOB) clusters if Internet Group
Management Protocol (IGMP) snooping is enabled in the cluster.

Clustering relies on the IGMP protocol to discover peer nodes and to communicate with
them. Switches often have IGMP snooping enabled by default, which will filter IGMP packets
from ports that do not have periodic IGMP membership reports. This can cause IGMP packet
drops in out-of-band clusters.

Refer to About IGMP Snooping in a Cluster for more information. Also refer to the following
best practices:

» allow Internet Group Management Protocol (IGMP) traffic by using an IP filter chain.
Refer to Allow IGMP Traffic.

« enable an IGMP querier. Refer to Enable an IGMP Querier.

These best practices result in the following:

« hostnames being properly displayed in CLI commands that display cluster information
such as show cluster global brief

» nhodes joining clusters faster, especially nodes that are not capable of becoming a
leader, such as GigaVUE TA Series nodes
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=« no multiple leaders being created in an out-of-band cluster. This can occur when a
node that is capable of becoming a leader is not able to see the current leader and
hence elects itself as a leader.

About IGMP Snooping in a Cluster

IGMP snooping is a networking feature that monitors IGMP membership reports received
from different ports on a networking switch and learns the ports to which multicast groups
belong. When a port stops sending membership reports about a multicast group, the switch
will stop forwarding the group’s traffic to the port.

An IGMP querier is a router (or switch) feature that periodically queries the network for
multicast group interests. If a node on the network belongs to a certain multicast group, it
responds to the queries, the router then records or refreshes its record of the node’s interest
in the traffic for the group, and the router forwards traffic to the network towards the node.
The switches on the network with IGMP snooping enabled also learn from the responses
and maintain their records about the nodes’ interests in groups and forward traffic
accordingly.

Hostnames are detected using Multicast Domain Name System (MDNS) packets, which are
in Multicast group 224.0.0.251.

An |P filter is a chain of rules for the treatment of packets. Refer to the “Using IP Filter Chains
for Security” section in the GigaVUE-OS CLI Reference Guide.

Allow IGMP Traffic

If IP filtering is enabled (and IGMP snooping is enabled):

« Verify that IGMP traffic is allowed.
« For example, issue the following CLI commands:
(config) # ip filter chain INPUT rule append tail target ACCEPT dup-delete protocol igmp

(config) # ipv6 filter chain INPUT rule append tail target ACCEPT dup-delete protocol
igmpvé

« Verify that mDNS traffic is allowed.

If IGMP snooping is disabled, you do not need to allow IGMP traffic. However, you must
allow UDP multicast traffic that targets 224.0.0.251. For example, issue the following CLI
command:

(config) # ip filter chain INPUT rule append tail target ACCEPT dup-delete dest-addr
224.0.0.251 /32

where:

dest-addr specifies the multicast group

Enable an IGMP Querier

If IGMP snooping is enabled:
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«» Checkifthereis an IGMP querier on the cluster network. The querier periodically sends
gueries that trigger the nodes in the cluster to send IGMP membership reports. For
example, use a sniffer tool to verify if there is an IGMP querier on the network, such as
Wireshark.

«» IGMP snooping and IGMP snooping querier settings vary by networking switch. Refer
to the respective documentation for how to configure them on your device.

When IGMP traffic is allowed and an IGMP querier is enabled in the network, the switches in
the network will be refreshed through the IGMP membership reports.

E-Tag Clustering

The 5.16 release introduces a new E-Tag based stacking mode to cluster with GigaVUE-
TA400. All legacy cluster topologies (leaf-spine, tree, etc.) with OOB cluster management are
supported with E-tag stacking mode. Refer to the example below.

E-TAG Cllister

Stacking mode default

Aggregation Nodes

Security Tools
- oom oo

Network Taps

The new E-TAG stacking mode is supported on all the platforms listed below except
GigaVUE-TAI10 and GigaVUE-HC2 CCvl1.

» GigaVUE-HC3 CCv1 & CCV2

« GigaVUE-HC2 CCVv2

» GigaVUE-HCI

« GigaVUE-TA25

« GigaVUE-TA40

« GigaVUE-TA100

« GigaVUE-TA200

«» GigaVUE-TA200E
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. GigaVUE-TA400
. DELL S4112F-ON

The BiDi optics on stack ports are also supported in E-Tag stacking mode.

Stacking Mode

The E-Tag Clustering introduces a user selectable stacking mode. The stacking modes are as
follows:

» Legacy: This option selects Legacy stacking mode.
» Default: This option selects E-Tag stacking mode.

To configure the default stacking mode or the legacy stacking mode through GigaVUE-OS -
CLI use the following commands :

(config) # system stacking-mode legacy: Selects the Legacy Stacking mode

(config) # no system stacking-mode legacy: Selects the Default Stacking mode.

Legacy Stacking Mode E-Tag ( Default ) Stacking Mode

(config) # system stacking-mode legacy (config) # no system stacking-mode legacy
(config) # show system stacking-mode (config) # show system stacking-mode
Stacking Mode configuration: Stacking Mode configuration:

Mode : legacy-mode Mode : default-mode

NOTE: After user confirmation the system stacking-mode legacy command
immediately resets the traffic configuration and initiates a cluster reload of all nodes.
After the cluster is up, the configuration saved in the backup file must be applied
manually to restore the traffic configuration.

For example:

[cluster: leader] (config) # no system stacking-mode legacy

! WARNING: Changing stacking mode will automatically

! - Take backup of config in file stacking_mode_config_backup.txt

! - Reset factory only traffic config

! - RELOAD the cluster

! - User must manually apply stacking_mode_config_backup.txt after bootup
Confirm stacking mode change? [no] yes

Configuration saved to database 'initial'

System shutdown initiated -- logging off.

After the cluster is up and user is logged back in, apply the saved configuration in the
backup file:
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[cluster: leader] (config) # configuration text file stacking_mode_config_backup.txt apply fail-
continue

Refer to the system section in GigaVUE-OS CLI Reference Guide to know more.

To configure from GigaVUE-FM use the stacking mode drop-down options. Refer to
theRegular Cluster Formation Workflow,Edit Cluster Parameters,Leaf-Spine Cluster
Formation Workflow.

Switching Stacking Mode

The Stacking mode can be switched from Legacy to Default and vice versa. Switching the
stacking mode will reload the cluster and maintain a backup file of the last applied
configuration. A Confirmation window appears advising that a backup file is generated with
the updated traffic configuration. The configuration saved in the backup file must be
applied manually to restore the traffic configuration after the cluster is up. The command
used to apply the backup configuration is as follows:

[cluster: leader] (config) # configuration text file stacking_mode_config_backup.txt apply fail-
continue

Refer below, to apply the backup configuration file from GigaVUE-FM.

»  Ports

Actions * Delete
» GigaSMART
File Name Type A Save
»  Inline Bypa.
initial Binary Y| Save As
"""" initial bak Binary N Save As Text
Maps
snapdb.tms Binary N
v stacking_mode_config_backup.txt Text N Revert |
Settings
Date an.. -
Global Download
Packet ... Import (Binary)
Authen...
Upload
Interface
| Config — | Clear Configuration

Switching the stacking mode will not be allowed if the cluster includes an unsupported
node.

Refer to Regular Cluster Formation Workflow,Edit Cluster Parameters,Leaf-Spine Cluster
Formation Workflowto know more.
Notes

1. The end of sale platforms GigaVUE-TA10 and GigaVUE-HC2 CCvl1 are not supported in
the default stacking mode (E-Tag Cluster).
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2. The L3 and L4 fields hashing of double tag Q-in-Q traffic is not supported over stack
links in E-Tag mode on non GigaVUE-TA400 platforms. This limitation is not applicable
for GigaVUE-TA40O0.

3. Common hash settings for all stack and non-stack GigaStream in E-Tag mode. Fabric
advanced-hash command is not applicable to stack GigaStream in default stacking
mode but applicable to GigaSMART groups on GigaVUE HC Series.

New 6.0

1. Circuit ports as destination in GigaSMART first level maps (L2 circuit encapsulation
tunnels with first level map) are not supported in E-Tag mode in 516 release. This is
supported from release version 6.0.

2. The L2GRE and VXLAN tunnel encapsulation and decapsulation are not supported in
E-Tag mode in 5.16 release. This is supported from release version 6.0.

3. The MPLS header stripping is not supported on GigaVUE-TA25 in the E-Tag mode in
516 release.lt is supported on GigaVUE-TA25 from release version 6.0. On GigaVUE-
TA25, the outer customer VLAN tag will also be stripped along with MPLS header for
the VLAN tagged MPLS packets.

4. MPLS header stripping in E-Tag mode in 5.16 release on GigaVUE-HC3, GigaVUE-TA200,
GigaVUE-TAT00 and GigaVUE-TA40 has one limitation of 4 byte VLAN tag added when
header strip enabled ports are mapped to tool ports within the same box/node
specifically. This limitation is not applicable from 6.0 release version.

5. VXLAN header stripping in E-Tag mode in 5.16 release on platforms other than
GigaVUE-TA400, GigaVUE-TA25 has limitation of 4 byte VLAN tag added when header
strip enabled ports are mapped to tool ports within the same box/node specifically.
This limitation is not applicable from 6.0 release version.

Cluster Safe and Limited Modes

Safe and limited modes in cluster safeguard critical provisioning errors for both standalone
nodes and nodes in a cluster.

During provisioning operations such as configuring a map, in rare scenarios there can be
unrecoverable system errors that can potentially put the cluster, clustered nodes, or
standalone nodes into unsafe or unstable states. Once in such a state, additional operations
or configuration changes can cause the node to crash, the cluster to deform, or data traffic
to be impacted. For example, due to a node attempting to rejoin a cluster, a chassis can end
up in a reboot loop. In previous software versions, there was no way to prevent entering the
loop.

These modes provide notification, stop further operations from being performed, and give
you time to troubleshoot and plan the recovery of the cluster, the clustered node, or the
standalone node.
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Two modes are supported. The first is called safe mode and is triggered when the node
detects unrecoverable errors, but the existing flow maps are not impacted. The second is
called limited mode and is triggered when the node detects continuous system reboots. In
this mode, the node will become standalone and only basic configuration will be allowed.

Safe Mode

A node enters safe mode when there are unrecoverable errors. Any node in a cluster can
enter this mode. The purpose of this mode is to detect system configuration failures early
and avoid future failures, such as system crashes.

Examples of unrecoverable errors are when there are inconsistencies between the system
and the running configuration or when the cluster configuration did not merge properly
with the existing configuration.

As part of merge error recovery, nodes joining a cluster are automatically restarted so the
merge error can be fixed. If the restart cannot correct the merge error, the node will enter
safe mode.

Another example is that a TA Series node could enter safe mode when unlicensed cluster
ports are used in an offline configured map. (It is recommended to use only licensed ports in
map configurations.)

A node will automatically enter safe mode.

To recover from safe mode, reload the node. If safe mode persists, contact Gigamon
Technical Support.

Limited Mode

A node automatically enters limited mode when it detects repeated system crashes.

Limited mode is triggered when there are three (3) failures/system crashes within 15
minutes. In limited mode, the cluster configuration is ignored. No cluster configuration or
GigaVUE-OS configuration is accepted when the node is in limited mode.

When limited mode has been detected, collect information and report it to Gigamon
Technical Support.

Support for Cluster Types

The GigaVUE-FM workflow supports only out-of-band clusters; not inband clusters. To create
and manage an inband cluster, refer to the GigaVUE-OS CLI Reference Guide.
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Create Clusters

GigaVUE-FM supports workflow-based configurations for forming clusters. Starting from
software version 6.2.00, you can create only IPv6 clusters from GigaVUE-FM.

= Refer to Regular Cluster Formation Workflow for instructions on how to use the regular
cluster formation workflow.

« Refer to Leaf-Spine Cluster Formation Workflow for how to use the leaf-spine cluster
workflow

Regular Cluster Formation Workflow

Gigamon’s Cluster formation can be done for any number of devices with different
combinations of devices.

GigaVUE-FM supports workflow-based configurations for forming a cluster. This workflow
walks through the required steps to form a complete cluster for a regular cluster.

NoTE: Refer to Leaf-Spine Cluster Formation Workflow for how to use the Leaf-Spine
Cluster workflow

Deployment Checklist

Before forming a Cluster, it is strongly recommmended that you familiarize with the relevant
documentation and review the deployment checklist to prepare for deployment.

Pre-deployment checklist
» Gigamon Fabric Management must be upgraded to GigaVUE-FM 5.3.00 or later.
«» Gigamon device must be upgraded to GigaVUE-OS 5.2.00 or later
» Advanced Features License must be installed in TA devices.
» Physical connection must be established to create stack links.
« Devices must have GDP enabled and be physically connected to create links among
devices from GigaVUE-FM.

Create Regular Cluster Formation

To create a cluster:

1.  On the left navigation pane, click a and then select Physical > Nodes.
2. Click Create Cluster.
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{eb («‘gaVU E-FM

Find Physical Nodes Tags ¥ ) ( Actions ~ Filter Add Import

SAVED FILTERS

HSeriesRbac Total Nodes: 11 | Filter : none

Lt
Testl
a Host_name [1  ClusteriD + HostName | Node Address Role | SWVersion | Device Status | Tags Box Id ®
HC2_Filter | 10.115.46.101 gigamon-9a0b37 10.115.46.101 Standalone 5.11.00_Beta /\ Config sync for f... rbacl : rbacl 1

TAGS O 10.115.46.214 gigamon-af8035 10.115.46.214 Standalone 5.11.00_Beta /\ Config sync for f... 1
Figure 6 Create Cluster
Select Cluster Type

3. The Create a Cluster screen opens with two options:
o Create a Cluster
o Create a Leaf Spine Cluster

4. Hover over the Create a Cluster option and click Let’s Begin to start the wizard.

Select Devices

The wizard guides you through the cluster set-up. The first step is to select the devices in
your cluster.

5. The Select Devices page displays a list of standalone devices with filter options:
o Software Version: Filter the nodes based on the software version for which the
cluster will be formed.
o Model: Filter the nodes based on a Gigamon model.
o HostName/Node IP: Enter the HostName of the Gigamon Nodes to specify a device.

o Stacking Mode: Select the required Stacking Mode. The following options are
available:

o Legacy: Selects the legacy stacking mode.
o Default: Selects the Default stacking mode.

E Notes:

¢ GigaVUE-TA 10 and GigaVUE-HC2CCv] devices are not
supported in Default stacking mode.

¢ GigaVUE-TA 400 device is not supported in Legacy stacking
mode.

o Protocol: Select the required protocol based on which the devices will communicate
with each other. The following options are available:

o IPv4: Cluster leader and the member nodes communicate through IPv4.
o IPv6: Cluster leader and the member nodes communicate through IPve.

6. Select the nodes to include in this cluster and click Continue.

Click a device to select it; click it again to deselect it. Selected devices are highlighted.

Nodes and Clusters 205
Manage GigaVUE® Nodes and Clusters



GigaVUE Fabric Management Guide

Customize Devices

Use the Cluster Configuration window to customize your devices.
7. Enter a valid Cluster ID and VIP and select the leader in the Seed Node list.

NOTE: The leader cluster preferences in GigaVUE-FM determines which of the nodes
will be the default the seed node. TA devices cannot be a leader.

p . 1
@  Physical Nodes Q < 4 o
s ® @ °
%) SELECT DEVICES CUSTOMIZE DEVICES CUSTOMIZE STACK LINKS
Customize Devices
= W Cluster Configuration
Cluster ID*
12
‘gigamon-b5(77a vip*
1011546202 H 10.115.46.125/32
Seed Node*
gigamon-b52ab3 .0
Stacking Mode
Legacy
0)
@ Back Continue

FM Instance: GigaVUE-FM

8. After completing the Cluster Configuration details, click Continue.

NoTE: Use the Back button to return to the Select Devices page to revise the selection
of devices for this cluster.

Customize Stack Links

Finally, customize the stack links to define how the nodes should be connected.
9. Connect any two devices to create a stack links between those two devices.

Click the tip of the node and drag your cursor to the second node tip to create a link.
After you create the link, a dotted line will illustrate the connection.

10. Configure the formed links in the Stack Links table as follows:
o Select ports in each device that are compatible, for example: x-x ports ,x-q ports, g-c
ports, x-c ports.
o Select two or more ports in each device to create a stack GigaStream.
o After selecting the ports, save the stack link by clicking the Save button enabled in
the right of stack link table.

The alias for each stack link and GigaStream is auto generated by GigaVUE-FM. This
alias can be edited as needed.
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11. After the required Stack Links and GigaStreams are created and saved, click Continue
to start the cluster creation process.

The Creating Cluster page appears as the cluster is being created.

The Create Cluster progress window in the lower right corner of the page shows the
status of every node as it joins the cluster. It takes a few minutes for the cluster to form.
The cluster creation process involves the following steps:

o Cluster|[clusterName] Creation Successful followed by Seed device

o Verifying Nodes[Will display HostName of all devices]

o Adding Node[HostName] to cluster [clusterName]

o Node[HostName] successfully joined to the cluster.

o Configuring cards for cluster[clusterName]

o Rediscovering cluster[clusterName]

o Configuring ports for cluster[clusterName].

o Configuring ports will display the status of each stack link and GigaStream whether
the creation is successful or not.

NoTE: Refer to Check Cluster Status for Events.
When the cluster formation process is complete the notification window will display a,
“Create Cluster Competed,” message.

12. Click Go to Cluster to view the cluster overview.
Edit Cluster

The Edit Cluster action supports the following types of changes:

« Leader preferences can be changed for each device.
» Multiple devices can be added to the existing cluster in a single update operation.
» Stack links can be created only from a new device that is being added.
» Stack link alias and GigaStream alias can be edited for newly created links.
« Nodes can be removed from an existing cluster, one at a time.
« You can edit the tag id and tag values associated to nodes and clusters:
» Toedit a configured tag ID and tag value of a node/cluster, you must be an
admin user with read and write access.
« Ifyou replace a single-valued tag value associated to a node, a confirmation
message pops-up before replacing the tag value.

Stacking mode can be changed from Legacy to Default and vice versa.

E Notes:

¢ You cannot change the stacking mode and also add or remove a device
simultaneously. Only one task can be performed at a time.
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* To change the stacking mode to default and add a GigaVUE-TA400 device, you
must first remove the GigaVUE-TA10 and GigaVUE-HC2CCv1 device if present.

* To change the stacking mode to Legacy and add GigaVUE-TAI10 or GigaVUE-
HC2CCv1 devices, you must first remove the GigaVUE-TA400 device if present.

The following options are not supported by the Edit Cluster action:

« Thereis no option to remove existing stack links through the cluster wizard.
« Thereis no option to create links in existing devices.

» Addition and deletion of devices in a single update operation is not supported and is
not recommended. If you attempt to add and delete devices in a single update
operation, you may get unexpected results.

« Thereis no option to edit the existing stack link alias and GigaStream alias.

« Thereis no option to rename a cluster directly from GigaVUE-FM. If you rename a
cluster using the GigaVUE-OS CLI, the rename does not reflect in the GigaVUE-FM. To
rename a cluster that is managed from GigaVUE-FM:

1. Remove the cluster from GigaVUE-FM.

2. Take a backup/log session. Run the show run and show diag detail cOmmands
from the leader node.

3. Disable cluster on all nodes using the command no cluster enable. Start with
the member nodes and disable the leader node at the end.

4. From leader node, in configure mode, run the command cluster id <new-
cluster-id> to change the cluster name.

5. Enable the cluster on all nodes. Start with the leader by running the
command cluster enable. Leader node will push the new cluster name to all
the nodes.

6. Once the cluster is up and running, add the cluster back to GigaVUE-FM.

Prerequisites:
You must clear all configurations on a node before adding it to a cluster.

Edit options:
« Add Nodes to a Cluster
= Remove Nodes from a Cluster
« Edit Cluster Parameters

Inband Cluster Management

Inband Cluster Management simplifies traditional network management and maintenance
by creating a virtual device to manage multiple physical nodes. This simplified approach
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makes it possible to oversee large networks by defining policies that span across multiple
devices. The Inband Cluster Management feature is designed to reduce operational cost and
extend coverage by eliminating a dedicated management network.

Inband Cluster Management is supported on all GigaVUE-OS nodes.

Inband Cluster Management Topologies

The benefits of Inband Cluster Management are to eliminate the Layer-2 Ethernet network
and create a virtual management network through the data path where the data traffic is
flowing.

Inband Cluster Management supports multiple topologies that include:

Star (Spoke and Hub) Daisy Chain
GigaVUE GigaVUE GigaVUE GigaVUE GigaVUE GigaVUE
E GigaVUE z
GigaVUE GigaVUE Tree (without loops)

GigaVUE GigaVUE

GigaVUE GigaVUE

NOTE: Subsets or aggregations of these topologies may be created; however, it is
important not to create a loop within these specified topologies.

Loops are typically created in the following scenarios:
« Two Node Loops occur between two nodes in a cluster forming two or more stack links
and the stack links are not contained in one GigaStream.

« Multi-Node Loops occur when multiple nodes form a cluster whereby a link connects
between node A and node B, another link connects between node B and node C, and
yet another link connects between node C and node A.

Inband Cluster Management Stack Ports

A common Inband Cluster Management topology is configured between the Layer 2
device's Ethernet management port to a GigaVUE-OS node using a stack port configuration.

Two or more GigaVUE-OS nodes may be directly connected in a one-to-many relationship
between physical connections. GigaVUE-OS nodes may also be indirectly connected if there
is a path of stack ports between the nodes.
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Inband Cluster Management Stack Ports Example

Inband Cluster Management Stack PortsThe following figure visually depicts how Inband
Cluster Management uses the grouping of stack ports to connect between GigaVUE-HCI
nodes.

o L A Fi e A vaTiveTivaravays

ra—

NoOTE: Ensure that there is a physical connection between the stack ports of the two
nodes that are being added to the Inband cluster.
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Inband Cluster Management Configuration Flow Chart
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Inband Cluster Management Configuration

An interface called "Inband" has been created upon boot-up to ensure backward
compatibility with an existing clustered infrastructure. This interface has similar properties
and characteristics of a typical Ethernet interface such as ethO.

NoTE: Ensure that there is a physical connection between the stack ports of the two
nodes that are being added to the Inband cluster.

Enable Cluster Management for GigaVUE TA Series Nodes

To enable clustering, GigaVUE TA Series nodes require an Advanced Features License. This
license can be obtained by contacting Gigamon Sales team. In order to obtain the license for
a Gigamon node, have the node serial number available. All licenses are tied to the serial
number and cannot be moved.

For licensing the GigaVUE-OS on a white box, users can access the GigaVUE-OS licensing
portal and obtain the license key online. In order to generate the license, the following are
required: the serial number of the white box, digital footprint, and Gigamon Installation Key
(GIK).

Add Nodes to a Cluster

You can manage an existing cluster through GigaVUE-FM by adding nodes to it. The nodes
must be standalone nodes that are currently managed by GigaVUE-FM.

When a node joins an existing cluster, all of its existing traffic configuration, including maps,
will be replaced by the configuration of the leader.

E » If you add a node to a cluster using CLI commmands, then the node will be added to
GigaVUE-FM only if is not already managed by GigaVUE-FM. If the node is already
managed by GigaVUE-FM, then config sync operation will fail. Refer to the Rules
and Recommendations for Nodes and Clusters section for more details.

* When a new node is added to an existing cluster, if the leader is in secure
cryptography mode, then the node joining the cluster will also be changed to
secure cryptography mode.

The following is an example of adding nodes to an existing cluster using GigaVUE-FM.

1.  On the left navigation pane, click a and then select Physical > Nodes

2. Select a cluster and choose Actions > Edit Cluster. The Edit Cluster - Canvas appears
showing the existing stack link configuration details in the cluster wizard. Standalone
devices appear in the Devices pane.
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3.

Drag the required devices from the Devices pane into the Edit Cluster canvas under
the leaf or spine container.

Connect the newly added devices to other devices to create stack links.

Click the tip of the node and drag your cursor to the second node tip to create a link.

After you create the link, a dotted line will illustrate the connection

NoTE: No new link is created for existing devices; they need to be added manually.
Configure the stack link details in the stack link table and click Save.
Click Update to update the configuration.

A Confirmation window appears advising that all traffic configurations will be erased
on newly added or removed nodes.

Click OK to continue.

The Manage Cluster update notification window appears showing the status of each
update activity on the nodes, cards, GigaStreams and stack links.

After the cluster update operation completes, a “Manage Cluster Completed” message

appears.

10. Click Go to Cluster to view the updated cluster overview

Remove Nodes from a Cluster

You can manage an existing cluster through GigaVUE-FM by removing nodes from it. After a
node is deleted from a cluster, it will become a standalone node. FM will continue to
manage it.

For nodes leaving a cluster, the username and password of the admin account on the
cluster will be used for managing the node after it has been removed from the cluster.

NoOTE: If you remove a node from a cluster using CLI commmands, then the node is
removed from GigaVUE-FM. If you want the node to be managed by the same
GigaVUE-FM instance, you must add the node as a new device by providing the
credentials.

To remove nodes of an existing cluster using GigaVUE-FM:

On the left navigation pane, click g, and then select Physical > Nodes.
Select a cluster and choose Actions > Edit Cluster.

The Edit Cluster - Canvas appears showing the existing stack link configuration deta
in the cluster wizard. Standalone devices appear in the Devices pane.
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NoTE: Only one device can be deleted from canvas per operation. It can be any
device from the cluster.

3.

.

Right-click the device to be removed from the canvas and click Remove.
Right click to remove

The removed device is deleted from the canvas.

Click Update to update the configuration.

A Confirmation window appears advising that all traffic configurations will be erased
on newly added or removed nodes.

Click Ok to continue.

The Manage Cluster update notification window appears showing the status of each
update activity on the nodes, cards, GigaStreams and stack links.

After the cluster update operation completes, a “Manage Cluster Completed” message
appears.

Click Go to Cluster to view the updated cluster overview.

Edit Cluster Parameters

When editing a cluster node, you can only edit the cluster leader preference. You can only
change the cluster leader preference on one node at a time.

For the leader preference, higher values are more likely to claim the Leader and Standby
roles; lower values are less likely.

To edit leader preferences:

1.

3.

To set the leader preference for devices, right-click the required device and click the
Edit Details options button.

The Device configuration quick view should appear on the right. Edit the Leader
Preference in the text box.

Click OK.

NOTE: Most of the fields are read-only. You can change the cluster leader preference,
as desired. Use preference settings from 10 to 100 for leader, standby, and member
roles. Use preference settings from 1to 9 for normal nodes that are excluded from
taking the leader or standby role. GigaVUE TA Series nodes always have a preference
of 1.

4. After saving your changes to the nodes, click Update to apply the changes to the

cluster.
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A Confirmation window appears advising that a backup file is generated with the
updated traffic configurations. The configurations saved in the backup file must be
applied manually to restore the traffic configurations after the cluster is up.

Click Ok to continue.

6. The Manage Cluster update notification window appears showing the status of each
update activity on the nodes, cards, GigaStreams and stack links.

7. After the cluster update operation completes, a “Manage Cluster Completed” message
appears.

8. Click Go to Cluster to view the updated cluster overview
Check Cluster Status

When a cluster is being created, you can check the status through cluster management
events or audit log entries. Refer to the following sections:

» Cluster Management Events

« Audit Logs

Cluster Management Events

On the Events page, the following event types indicate the progress of the cluster as it is
being formed:

«» ClusterCreationStarted

« ClusterCreationCompleted

» ClusterCreationFailed

The following events indicate the status of nodes added to or removed from the cluster:

« NodeJoinedToCluster

» NodeFailedToJoinCluster

» NodeRemovedFromCluster

« NodeFailedToRemoveFromCluster
Figure 7 Node Joined to Cluster Event

Audit Logs

The following audit logs indicate the cluster management actions triggered by users from
GigaVUE-FM:

« User <username> created cluster <clustername>

» User added device <device IP> to cluster <clustername>

» User removed device <device IP> from cluster <clustername>
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Export Nodes and Clusters

To export the nodes and clusters:

1. On the left navigation pane, click on and select Physical > Nodes.

2. Inthe physical nodes page, select the nodes and clusters you want to export.

3. Click Export > Export Selected.
Click Export All to export the nodes in a table format.

To export selected nodes:

1. Click Select All.
2. Click Export Selected to export only the selected nodes.

Tags ~ Actions ¥ Filter Create Cluster Add Delete Import Export ¥
Selected: 3 of 4 Export Al
¥ ClusteriD | HostN.. TaskSt. | NodeAdd.. Role | Model | Boxld | Serial.. SWVe.. | Licensed | LastSy.. | De Export Selected
] 10.60.95.170 CH-HC... 10.60.95... Standa.. HC2 2 C214A 513.0.. Yes 2021-0.. (@ Ok
& 10.115.206.21 FHA-H... 10.115.2... Standa... HC3 1 Joo48 5.13.00 Yes 2021-0... @
(%] 100 CHEN... 10.60.95.... Normal TAL10 2 DOFA4 5.12.00 Yes 2021-0... @

However, the member nodes will not get downloaded as they do not get selected. To select
and download the member nodes:

1. Enable Device Level Tagging option under the Tags menu.

2. Click Export Selected to export the selected nodes, including the member nodes.

Tags ~ Filter Add Export ~
Selected: 4 of 4 Add
& ClusteriD | HostN.. | TaskSt. | NodeAdd.. | Delete rial.. | SWVe.. | Licensed | LastSy.. | Device.. | T. (3
& 10.60.95.170 CH-HC... 10.60.95.... Device Level Tagging @ & 14A  5130.. Yes 2021-0.. () Ok
& 10.115.206.21 FHA-H... 10.115.2... Export Tags for Selected 48 51300  Yes 2021-0..
v 100 CHEN.. 10.60.95.... Export Tag Resources for Selected [TA4 51200 Yes 2021-0.. @

Upgrade Software on a GigaVUE Node or a Cluster from GigaVUE-
FM

Refer to the GigaVUE-OS Upgrade Guide for details.
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Problems with SCP?

After upgrading GigaVUE-FM to a new release, under some circumstances you may find
that a previously-managed H Series node no longer accepts SCP commands to backup or
restore configuration files. This can happen when the SSH keys in use change, causing a
mismatch between the keys stored on the H Series node and those presented by
GigaVUE-FM. Use the following steps on the H Series node to remove the GigaVUE-FM
server from the H Series node’s list of addresses, resolving the issue:

1. Log in to the affected H Series node and switch to Configure mode.

2. Use the ssh client user admin known-host? command to discover the IP address for
the GigaVUE-FM server. For example:
(config) # ssh client user admin known-host ? 10.150.100.23 10.150.100.77

3. The question mark (?) instructs the H Series node to list the known ssh clients. From
the list of IP addresses returned by the CLI, identify the one belonging to GigaVUE-FM

and remove it using the remove argument. For example, if 10.150.100.77 is the
GigaVUE-FM server's |IP address:

(config) # ssh client user admin known-host 10.150.100.77 remove

Return to GigaVUE-FM and attempt the configuration backup again.

Events

The Events page displays all the events that occur in the physical nodes or clusters. An event
is an incident that occur at a specific point in time. Examples of events include:

» Device status change

» Stack image install status

» Fantray changed

On the left navigation pane, click a and then select Physical > Nodes. On the Physical
Nodes page click Events on the left navigation pane.

For information about the parameters for each event, refer to the “Event Parameters”
section in the GigaVUE Administration Guide. For filtering the events, refer to the “Filter
Events” section in the GigaVUE Administration Guide.

NoOTE: The events can be purged or archived only from the Events page. For more
information, refer to the “Archive or Purge Event Records” in the GigaVUE
Administration Guide.
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Alarms

An Alarm is a response to one or more related events. If an event is considered of high
severity, then GigaVUE-FM raises an alarm. Examples of alarms include:

= High or low port utilization

« High or low CPU utilization

» High exhaust temperature

The alarms broadly fall into the following categories: Critical, Major, Minor, or info.
Audit Logs

With Audit Logs, changes and activities that occurred in the physical nodes or clusters due
to user actions can be easily tracked for auditing. The logs can also be further filtered to view
specific information.

For information about the parameters in the audit log page, refer to the “Overview of Audit
Logs” section in the GigaVUE Administration Guide. Filtering the audit logs allows you to
display specific type of logs. For more information, refer to the “Filtering Audit Logs” section
in the GigaVUE Administration Guide.

Search for Specific Nodes Using Keywords

The filter option provides a way for the users to narrow down the display using certain
keywords such as Standalone, Clusters, H Series and others. As you click on the Filter button,
you will see the quick view window pop-up.

The Filter quick view provides you filter criteria for your search. These options are available in
the drop down menu under Criteria. You can further narrow the options using the Model|,
Software Version #, Cluster ID, Host Name, DNS Name, or Node IP. You are not required to fill
in all these options to narrow your search. As you select these options in the quick view, you
will see the options narrowing in the main window.

To clear or revert the search, do any of the following:

« Toclear a part of the search, use backspace to clear the search entry and re-type a new

option.
» To clear all the search criteria, use the Clear button on the top of the quick view
window.
=« Torevert to the main window with the new searches, click on the X of the quick view
window.
Nodes and Clusters 2]9
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To revert to all nodes visible, you can use the clear filter option on top of the main window or

the clear option in the quick view window. When no filters are in place, this option will no

longer be visible in the main window.

Search for Ports on a GigaVUE Node

When viewing a node from GigaVUE-FM, you can use Port List Filter feature to display only
certain ports that match specified criteria, such as only those ports that are used in a map.

To use the port list filter:

1. Select a physical node from the Physical Nodes page and then select the node to view.

INNENN

Go to Ports > Ports > All Ports.
To filter the ports, click Filter. The Filter quick view is displayed.

Specify the criteria of the ports you want to filter.

The criteria that you can use to filter the port list is as follows:

Criteria Description

Box/Slot ID Display only those ports that match the specified box and slot
IDs.

Port Alias Display port with the specified alias.

Port ID Display ports with specified number in the port ID. For
example, if you specify 3 the result will also display ports that
include the number 3,13, 23, 30, and so on.

Type Display ports with the specified port type. Select one of the

following:
« Network
« Tool
« Inline Network
« Inline Tool
«» GigaSMART
« Hybrid
« Stack

Port Used in Map(s)

Display ports based on their usage in maps. The possible
selections are:

« All —display all ports either unused or in use
by maps. This is the default.

« In Use —display ports that are in use by any
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Criteria Description

map.
« Unused — display ports that are not use by
any maps.
Admin Status Display ports based on their current admin status. The possible

selections are:

« All —display ports with a status of Enabled or
Disabled. This is the default.

« Enabled — display ports with admin enabled.
« Disabled — display ports with admin disabled.

Speed Display ports with the selected port speed. The port speeds
available depend on the node.

Transceiver Type Display ports with the selected transceiver type. The
transceivers available selection depend on the type of
transceivers connected to the ports.

To remove the filter selections, click Clear.

After the filter is applied, the Ports page displays only the ports that correspond to the
selected filters and shows the total number of ports that meet the criteria. To clear the filters,
select Clear Filter. The figure below shows the Port pages with two ports that correspond to
the current filters: Network Type and Admin Status Enabled.

| Total Filtered Ports: 2 | Clear Filter

] 4 Port Id Alias Type Speed Admin Enabled
O 10/1/x1 10G v
o 10/1/g1 G 1G v

Overview Page

The Overview page displays general information on the specific H Series node, which
includes System, Ports, Maps, and Traffic information.

Systems Information

Systems information is displayed on the System widgets.
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The Systems widget displays general information about the specific device that you selected
from the drop-down list at the top of the widget. If the system is a cluster, you can select a
device in the cluster to display on the widget.This widget gives you a quick status if any
issues are present in any of the device's components through color indicators; green
(running), amber (warning), or red (alert).

NoTE: Ensure that all the nodes and clusters have a Box ID defined. If the Box ID is
missing, the Systems widget may not display any information relating to the node.

NoOTE: Red alert appears for cards not present. ’

Field Description

Host Name The host name of the box.

Hardware The hardware type, (for example, GigaVUE-TAI).

Software The version of the software running on the device.

Memory Shows the amount of used and free memory.

Load Average The average load on the system over the last 1 minute, 5 minutes, and 15
minutes.

NoTE: When a new device is added to GigaVUE-FM, it takes one stats cycle
for the average load value to be reflected in the GigaVUE-FM GUI.

Cards Displays all slots for the specific hardware type including its slot number and
the type of card it contains or not.

Note: When you hover over the card slot, the temperature is displayed.

Fan Trays Indicates that the Fans are On or Off.

Power Supply Indicates that the power supply is On or Absent.

NoTE: When one or more power supply units are down, red alert is
displayed.

Failure to Authenticate

To view a physical node in the Dashboard System pane, your login credentials must have the
appropriate permissions. Otherwise, GigaVUE-FM shows an error message.

There are two possibilities that caused a user authentication error:

« Thelogin user credential for GigaVUE-FM is not “admin”.

« The password associated with the login user name for GigaVUE-FM is different for the
physical device.
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NoTe: When a “non-admin” user goes to Physical Nodes page, they are able to view
displayed physical nodes with the status as Green, Amber or Red, this is because the
physical node information is captured using the default “admin” user role.

Ports Information

The Overview page displays widgets that provide port information for the number of ports
down, the number of ports with packet drops, and the number of over utilized receiving (Rx)
ports and transmitting (Tx) ports. The ports widgets default to displaying a counter. Clicking
on the icon in the upper right-hand corner displays the information as a table. The Ports
with Packet drops and Over-Utilized Ports widgets are similar.

Traffic

The Traffic widget the shows most-utilized ports and ordered by traffic count. Each
displayed port is labeled with its location, whether it is a transmitting or receiving port, and
its percentage of utilization.

NoTE: The Traffic pane is view-only. It reflects traffic activity with port ID at the time of
discovery and does not immediately refresh.

Workflows

The Workflows page provides wizards for creating maps. These wizard step you through the
work flow to make sure you configure all of the components necessary for configuring out-
of-band and inline mayps for traffic flow monitoring. The workflows keep track of each step
so that you can stop and then return to were you left off in the workflow. However, you can
only work on one workflow at a time.

Overview of Workflows

Table 3: Map Types and Map Wizards describes the maps that you can create with the
wizards.

Table 3: Map Types and Map Wizards

Map Type Map Wizard Description
Out-of-Band Map with Walks you through the steps to select source and destinations ports, then
maps rules create a Regular By Rule map with those ports.
Pass-all map Walks you through the steps to select source and destinations ports, then

create a Pass All map with those ports.

Collector map | Walks you through the steps to select source and destinations ports, then
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Map Type

Map Wizard

Description

create a Collector map with those ports.

Inline maps

Map with
rules

Walks you through the steps to select the destination and source, then use
them in an Inline By Rule map. If the Inline Networks or Inline Network
Groups have not been created yet, you can create them from the wizard.
The wizard selects Symmetric for Traffic Type.

Pass-all map

Walks you through the steps to select the destination and source port, then
use them in an Inline Pass All map. If the Inline Networks or Inline Network
Groups have not been created yet, you can create them from the wizard.
The wizard selects Symmetric for Traffic Type.

Collector map

Walks you through the steps to select the destination and source ports,
then use them in an Inline By Rule map. If the Inline Networks or Inline
Network Groups have not been created yet, you can create them from the
wizard. The wizard selects Symmmetric for Traffic Type.

Asymmetric

Walks you through the steps to select the destination and source ports,

Inline map then use them in an Inline Pass All map. The source port must be an Inline
Network port. The destination port must be an Inline Tool, an Inline Tool
Group, or an Inline Serial Tool Group. If the Inline Networks or Inline Network
Groups have not been created yet, you can create them from the wizard.
The wizard selects Asymmetric for Traffic Type.
Basic out-of- Map with Walks you through the steps to select a GigaSMART Group, GigaSMART
band GigaSMART operation, select the source and destination ports, and then create a
GigaSMART Apps Regular By Rule map. The wizard allows you to create the GigaSMART
maps: Group and GigaSMART operation if they do not already exist.
First level map | Walks you through the steps to select or created the source port and select
a or create a virtual port for the destination port, and then create a First
Level By Rule map.
Second level Walks you through the steps to select or created the virtual port for the
map source port and select a or create the port for the destination port, and then
create a Second Level By Rule map.
Advanced Map with Walks you through the steps to select or create an IP interface; a NetFlow
out-of-band NetFlow exporter, records, and monitor; a GigaSMART Group and Operation, source
GigaSMART ports; and then created a Regular by Rule map.
maps
SSL-based Walks you through the steps to create or select a GigaSMART Group,
map configure SSL, create or select a GigaSMART Operation, and then create a
Regular By Rule map.
Map with ASF | Walks you through the steps to create or select a GigaSMART Group, virtual

port, and GigaSMART Operation; configure GigaSMART Application Session
Filter; and create the First and Second Level maps needed for
implementing an ASF solution.
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How to Use Workflows

To start a workflow, click on one of the links, such as Map with Netflow. When you click on
the link, the Workflow page is displayed. The Workflow panel on the right shows the tasks in
the workflow, indicating the current task.

While using workflows, you can only work on one workflow at a time. Also, you cannot roll
back changes made to a node after canceling a workflow.

A task in the workflow allows you to select an item or create the item if one does not exist.
For example, a GigaSMART Group needs to be selected if one does not exist. In this case,
click Create. Clicking Create takes you to the GS Group configuration page. Configure the
GigaSMART Group and click Save.

@ GigaVU E-FMgigamon-9a0b37 (H Series) Q o A B © @
il & Back to Nodes GigaSMART Group oK Cancel
Overview
< Heath v GigaSMART Group Info
SYSTEM % Alias
Chassis
> Ports PortList No available ports.
v~ GigaSMART
vV GigaSMART Parameters
GigaSMART Op...
| cigasmarT Gro..
v Cross Packet Match
Virtual Ports
NetFlow/IPFIX G...
Enable Cross Packet Match O
Inline SSL
Passive SSL ¥ Resource Buffer
Whitelist
App Identification Enable Resource Packet Buffer
Port Throttle Resource Packet Buffer Overload Thresheld (%) 80
Enhanced Load ... Enable Resource CPU
Advanced Flow ... Resource CPU Overload Threshold (%) 90
TCP/IP Host
> Inline Bypass Application Session Filtering O
@ Metadata Export O

Figure 8 GS Group Configuration in Workflow

After saving the configuration, the Workflow moves to the next task and the Workflow panel
indicates which tasks have been completed.

You can select a task in a different order than shown in the Workflow panel. For example,
you can go to the NetFlow Monitor task. After completing the task, the Workflow returns
you to the to the GS Group configuration page with the Monitor field completed.

Workflow allows you to leave the current workflow and return at anytime during a
GigaVUE-FM session. The In Progress panel indicates the current workflow and the
Workflow panel indicates the competed tasks. Figure 9Workflow in Progress shows an
example of workflow in progress. You can abandon a workflow by clicking the red x in the In
Progress panel.
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O GS Group

In Progress
O NetFlow Exporter

« Map with NetFlow X
ap with NetFlow O NetFlow Record

O NetFlow Monitor
Out of Band Maps Inline Maps

O P Interface

« Map with Rules « Map with Rules O GS Group

« Pass All Map « Pass All Map

» Collector Map » Collector Map .
O GS Operation

* Asymmetric Inline Map
O Source Ports

Out of Band GigaSMART Maps (Basic) Inline GigaSMART Operations
O Map

Figure 9 Workflow in Progress

When a workflow is completed, a page displays providing you with several choices for the
next task. For example, when the Map with Rules workflow is completed, you can go to
creating a collect map by clicking the Create a Collector Map, return to the Workflow page
by clicking To Work Flows, or go to the Maps page by clicking To Maps.

Chassis Table View

When viewing the Chassis Table View managed from GigaVUE-FM, the Table View includes
environment information about the chassis.

The Table View provides the following information about the chassis and its components:

Chassis Description
Information
Properties Provides information about the chassis.
Cards Describes the cards installed in each slot of the chassis, including
its current status.
Environment Provides temperature and voltage information about the chassis.
Power Supplies Describes the power supplies installed in the chassis, including

their current status.

Fan Trays Describes the fan trays installed in the chassis, including their
current status.

Fan RPM Provides the current RMP of the each fan.

NoTE: When a new device is added to GigaVUE-FM, it takes one stats cycle for the following field values to be
reflected in the GigaVUE-FM GUI: Environment, Power Supplies, Fan Trays, Fan RPM.
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Live Graphing

When viewing ports on a node running GigaVUE-OS 4.6 or later from GigaVUE-FM, you can
select to see the graph data display in real time by clicking Live. This changes the updating
of the information in the graph from the default to every 10 seconds. You can also select the
data to display on the graph by selecting an option from the Select Counter list. Live
GraphingThe following figure shows an example, where Live is selected and the Data Rate
Rx and Packets Rx counters are selected.

Day | Week | Month || Live Select[ounterB

[Use Mouse Scroll for Zoom InfOut) Check All

o — e - ~——e__ [0 Packet Errors Tx
- —~— Packet Errors Rx

" Packet Discards Tx
{b Packet Discards Rx

7 _ [ packet Drops Rx

M Data Rate Rx (Bit/s) 136 Data Rate Tx

M Packets Rx (pps) = 0 Data Rate Rx

#7 Packets Tx

& Packets Rx

1 [Elport Utilizen Tx

Port Utiliztn Rx

Safe and Limited Modes

Safe and limited modes are introduced to the cluster environment and standalone nodes.

During clustering operations, in rare scenarios, there can be unrecoverable system errors
that can potentially put the cluster or the clustered nodes into unsafe or unstable states.
Once in such a state, additional operations or configuration changes can cause the node to
crash, the cluster to deform, and the data traffic to be impacted. For example, due to a node
attempting to rejoin a cluster, a chassis can end up in a reboot loop. In previous software
versions, there was no way to prevent entering the loop.

These modes provide notification, stop further operations from being performed, and give
you time to troubleshoot and plan the recovery of the cluster or of any node in the

cluster or standalone node.

Two modes are supported. The first is called safe mode and is triggered when the node
detects unrecoverable errors, but the existing flow maps are not impacted. The second is
called limited mode and is triggered when the node detects continuous system reboots. In
this mode, the node will become standalone and only basic configuration will be allowed.
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When a cluster is in safe mode, GigaVUE-FM displays a Safe Mode banner and message.
Safe Mode

A node enters safe mode when there are unrecoverable errors. Any node in a cluster can
enter this mode.

Examples of unrecoverable errors are when there are inconsistencies between the system
and the running configuration or when the cluster configuration did not merge properly
with the existing configuration. A node will automatically enter safe mode.

As part of merge error recovery, nodes joining a cluster are automatically restarted so the
merge error can be fixed.

When a node is in safe mode:

» The node displays a banner indicating it is in safe mode.
«  An SNMP trap is sent to notify the user when the mode changes

« Traffic provisioning is not allowed on the affected node. Any other configuration
remains as is.

« Configured traffic continues to be forwarded.

« Ifthe standby node in the cluster is in safe mode, it can still become the leader if the
current leader fails or switches over, but the database on the standby node may not be
in sync, so it is not recommended to continue in that state. Instead, take immediate
action to recover the node.

« Insafe mode, the node does not process any incoming traffic configuration from the
cluster leader.

When a node is in safe mode and you try do any operations that are not allowed in safe
mode, the Ul displays the following message:

The system has restricted provisioning in safe mode. Contact Gigamon Support on
how to troubleshoot and recover from safe mode.

Also, hovering over the status bubble of the nodes on the Physical Nodes page in
GigaVUE-FM displays a message that the node is in Safe Mode.

To exit safe mode, reload the node.
Limited Mode

A node automatically enters limited mode when it detects repeated system crashes.

When a node is in limited mode:

» The node displays a banner indicating that it is in limited mode.
« An SNMP trap is sent to notify the user when the mode changes.

Nodes and Clusters 228
Manage GigaVUE® Nodes and Clusters



GigaVUE Fabric Management Guide

« Only basic system provisioning is allowed. Traffic provisioning is not allowed. Only
commands that are related to image download, installation, next boot, and reboot are
allowed.

Limited mode is triggered when there are three (3) failures/system crashes within 15
minutes. In limited mode, the cluster configuration is ignored. No cluster configuration or
GigaVUE-OS configuration is accepted when the node is in limited mode.

When a node is in limited mode, a Limited Mode banner displays in GigaVUE-FM.
Enable SNMP Trap for Safe Mode and Limited Mode

Use the following steps to configure a notification that will be sent to all configured
destinations when a node in the cluster changes from operational mode to safe mode or
from operational mode to limited mode

The safe mode and limited mode capabilities are enabled through the SNMP trap event
Operational Mode Change. To enable the trap on a node, do the following:

1.  On the left navigation pane, click g and then select Physical > Nodes. On the
Physical Nodes page, select the node you want to configure.

Select Settings > Global Settings > SNMP Traps.

Click Trap Settings.

On the Edit SNMP Traps Settings page, select Operational Mode Change.
Click Save.

GINNENNEEN

When the cluster leader enters safe mode, the SNMP trap will be sent and the leader will be
identified as the local node in the trap.

When a node in a cluster enters safe mode, the SNMP trap will be sent and the node will be
identified as the local node in the trap. In addition, a notification will be sent to the cluster
leader. The node that entered safe mode will be identified by its box ID in the notification to
the leader.

Log messages also provide information. The following is a sample log:

Jun 8 13:46:27 GC-TA10-N6 mgmtd[2400]: [mgmtd.INFO]: SAFE mode: Merge error detected !!
Triggering SAFE mode ...

Collect Information for Technical Support

Collecting the following information can help Technical Support:

. sysdumps/debug dumps for all nodes in the cluster
» sysdumps for nodes that observed a crash entering safe or limited mode
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» debug dumps for nodes that did not observe a crash
» gslogs for application information

» console logs

« CLI histories

« CLU, or FM screen captures

« SNMP captures

Multi-Path Leaf and Spine

This chapter describes the leaf and spine architecture with multiple paths for achieving high

availability in a cluster environment. Refer to the following sections for details:
« Introduction to Multi-Path Leaf and Spine
« Configuration Overview
» Leaf-Spine Cluster Deployment

NoTE: Refer to Regular Cluster Formation Workflow for how to use the Regular
Cluster workflow.

Introduction to Multi-Path Leaf and Spine

The leaf and spine architecture is a two-layer architecture used for network aggregation.

There are two kinds of nodes in this architecture, as follows:

» leaf nodes, which are edge nodes and can also have TAPs or tools attached to them
= spine nodes, which are the nodes to which the leaf nodes attach

NOTE: The connections between leaf node and spine node is through
- stack GigaStreams configured on both the leaf and the spine nodes and
- spine links configured on the leaf side.

With multiple paths between the nodes in a cluster, the leaf and spine architecture protects
against failures, such as stack link or spine node failures. In the event of a failure, the traffic

fails-over to the other available path.

In this architecture, each leaf node connects to every spine node. This forms a mesh

between the leaf and spine nodes. However, no leaf node directly connects to another leaf
node and no spine node directly connects to another spine node. An example of a spine and

leaf architecture is shown in the following figure.
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In a cluster, the number of leaf nodes is typically greater than the number of spine nodes. In
the above figure, there are three leaf nodes and two spine nodes. The leaf nodes aggregate
to a fewer number of spine nodes.

The spine nodes are generally GigaVUE TA Series nodes, such as GigaVUE-TATO00, while the
leaf nodes are GigaVUE HC Series nodes, such as GigaVUE-HCI, GigaVUE-HC2, GigaVUE-HC3,
which places the traffic intelligence at the edge.

The figure shows TAPs or tools connecting to the leaf nodes, and the leaf nodes connecting
to the spine nodes. Note that TAPs or tools do not connect to the spine nodes.

Instead of one leaf node connecting to one spine node with a single link, in this architecture
there are multiple links from the leaf nodes to the spine nodes. The leaf nodes connect to
the spine nodes through at least two paths. Some leaf nodes with higher capacity, such as
GigaVUE-TAI100, can have more paths, as shown by double red lines in the figure.

Traffic between ports on a leaf node will be local to that leaf node, but traffic between leaf
nodes will go through the spine nodes.

The traffic from a source leaf node to a destination leaf node flows as follows:

« From a TAP, traffic flows to the source leaf node

« From the source leaf node, traffic is load balanced to all spine nodes
« From a spine node, traffic flows to the destination leaf node

« From the destination leaf node, traffic flows to tool ports

Resiliency is achieved when there are multiple paths from the network to the tools across
GigaVUE nodes.

Path Protection

The spine leaf architecture in the cluster environment provides failover for the following:
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« leaf node failure. Refer to Leaf Node Failure.

« stack link failure on a leaf node (not connected to a tool, but can be connected to a
network TAP). Refer to Stack Link Failure on Leaf (TAP Connected).

» spine node failure. Refer to Spine Node Failure.
« stack link failure on a leaf node (connected to a tool). Refer to Stack Link Failure on Leaf
(Tool Connected).

Leaf Node Failure

Refer to the figure for a failure in which a leaf node is powered down or rebooted. The leaf
node does not have a connected TAP or tool.

NoTE: In the following figures, red arrows indicate traffic direction.

With this type of failure, the stack links connected to the affected leaf node go down, which
will be detected by the spine nodes. No action will be required at the spine nodes. Since the
links are down, no traffic will be sent to the affected leaf node.

Failure Scenario A (Leaf
down)

Tool

Restoration

Once the leaf node is powered up and booted, it will restore its traffic configuration.

Affected Time

None. Traffic on other leaf nodes will not be affected.

Stack Link Failure on Leaf (TAP Connected)

Refer to the following figure for a failure in which a stack link on a leaf node fails and the leaf
node is connected only to a TAP.

With this type of failure, the stack link between the leaf and spine nodes goes down. No
action will be required at the spine node. At the leaf node, the affected link will be removed
from the stack GigaStream. Traffic will be sent to the other spine node.
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Failure Scenario
B.1 (Stack link
down on leaf w/ no

Restoration

When the link comes back up, the leaf node will put the link back into the GigaStream.

Affected Time
When the link is down, traffic recovers in a similar amount of time as a tool GigaStream.
Spine Node Failure

Refer to the following figure for a failure in which a spine node is powered down or
rebooted.

With this type of failure, the stack link between the leaf and spine nodes goes down. The leaf
nodes will detect that the stack link is down. The affected link will be removed from the
stack GigaStream. Traffic will be load balanced to the other spine node.

Failure Scenario C (Spine
down)

Restoration

When the spine node reboots, the cluster will synchronize. When the node converges to the
cluster and the configuration synchronizes, traffic will be restored.
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Affected Time

When the spine node is powered down or rebooted, traffic recovers in a similar amount of
time as a tool GigaStream.

Stack Link Failure on Leaf (Tool Connected)

Refer to the following figure for a failure in which a stack link between the leaf and spine
nodes fails and the leaf node is connected to a tool.

In the current software version, this type of failure is not supported.

Failure Scenario
B.2 (Stack link
down on leaf w/

some Tool)

Configuration Overview

This section provides an overview of the configuration. The configuration is done from the
leader in the cluster. Follow this configuration sequence to prevent loops.

This configuration connects nodes using multiple paths. For an example of the
configuration, refer to the following figure.

The configuration steps are as follows:
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» Configure stack GigaStream. The stack GigaStream connect the spine and leaf nodes.
In the following figure, the stack GigaStream are: al, a2, a3, bl, b2, b3, cl, c2, d1, d2, el, e2.
Even if there is only one port that connects the nodes, you must still configure a stack

GigaStream. With a configuration of two spine nodes and three leaf nodes, the number
of stack GigaStream is 12.

« Configure spine links. On each leaf node, there is one spine link that contains the list of
GigaStream connecting the leaf nodes to the spine nodes. The spine links contain
multiple stack GigaStream that are bundled together. The spine links are: {c1,c2}, {d1,d2},
and {el,e2}. The total number of spine links is three for this configuration. The spine links
are located at the leaf nodes. Across the spine link members, traffic is load balanced.
For this part of the configuration, refer to the circles in the following figure.

NoTE: For the spine links, make sure that all paths are reachable.

« Configure stack links. The stack links are: {al,cl}, {a2,d1}, {a3,e1}, {b1,c2}, {b2, d2}, and {b3,
e2}. The total number of stack links is six for this configuration. For this part of the
configuration, refer to the circles in the following figure.

a3
a 3
1 1) |d e
Leaf Leaf Leaf
c D E
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These configuration steps ensure that the spine and leaf nodes are fully meshed.
Notes and Considerations

Refer to the following notes and considerations:

« The multi-path leaf and spine architecture is only supported in an out-of-band cluster.

« The spine link GigaStream must be of type stack. Stack GigaStream carry bi-directional
traffic.

« All spine link GigaStream must have the same parameters, such as the same hash value
and failover mode.

«» Once a spine link is configured, editing of GigaStream parameters is not supported,
except for editing the comment.

«» Adding a new node to an existing leaf-spine topology is not supported. If you need to
add a new node, ensure that you remove the existing configurations and reconfigure
them for the new topology.

« GigaStream must be configured before spine links are configured.

« Once a GigaStream is configured in a spine link, it cannot be deleted. To delete a spine
link, the stack links must first be deleted.

« Aspine link cannot be deleted if a map is using the spine link.
« Aspine link cannot be created if a map is using the GigaStream.

The number of spine and leaf nodes is not limited. The ratio of spine and leaf nodes are
determined by the cluster traffic needed between the leaf nodes. Larger topologies have the
same restrictions as the GigaVUE-OS as follows:

« the total number of nodes in a cluster, for example, 32

« the number of links in a GigaStream (which depends on the GigaVUE node and line
card or module, for example, the PRT-HCO0-X24 module on GigaVUE-HC2 can have 24
stack GigaStream)

Leaf-Spine Cluster Deployment

This section describes the steps and prerequisites to deploy a leaf-spine cluster.

Refer to Introduction to Multi-Path Leaf and Spine for a conceptual overview of the leaf-
spine architecture.

Deployment Checklist

Before forming a Leaf-Spine Cluster, it is strongly recommmended that you get familiar with
the relevant documentation and review the deployment checklist to prepare for
deployment.

Pre-deployment checklist

« Gigamon Fabric Management must be upgraded to GigaVUE-FM 53.00 or later
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« Gigamon device must be upgraded to GigaVUE-OS 5.2.00 or later
« Advanced Features License must be installed in TA devices
» Physical connection must be established to create stack links

» Devices must have GDP enabled and be physically connected to create links among
devices from GigaVUE-FM.

IMPORTANT: Recommendation is to use TA devices as SPINE Nodes and other devices as LEAF
Nodes.

Formation Scenario

The Leaf-Spine cluster can be formed with different combinations of devices with four Spine
and six Leaf nodes as a 10-node cluster.

The following configuration creates a leaf spine cluster with two spines and three leafs.

HD4

HD&

HC3

LEAF

Figure 10 Leaf spine cluster overview,

NoTE: GigaStreams support different speeds, as indicated by the different colored
connector lines in Figure 10Leaf spine cluster overview, .

Leaf-Spine Cluster Formation Workflow

GigaVUE-FM 5.3 supports workflow-based configurations for forming a cluster. This workflow
walks through the required steps to form a complete Leaf-Spine cluster. Additional
procedures for editing and deleting cluster formations are also provided:

« Create a Leaf-Spine Cluster

« Edit a Cluster

« Delete a Node from a Cluster

« How to Change the Leader Preference of a Device
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Create a Leaf-Spine Cluster

To create a Leaf-Spine cluster:

1.  On the left navigation pane, click

2. Click Create Cluster.

& (§oaVUE-FM

]

, and then select Physical > Nodes.

Al Find

Physical Nodes

Tags ~ Actions ¥ Filter Add Import
SAVED FILTERS
HSeriesRbac Total Nodes: 11 | Filter : none
Testl
Host_name ] Cluster ID - Host Name Node Address Role SW Version Device Status Tags Box Id @
HC2_Filter (] 10.115.46.101 gigamon-9a0b37 10.115.46.101 Standalone 5.11.00_Beta /\ Config sync for f... rbacl:rbacl 1
TAGS O 10.115.46.214 gigamon-af8035 10.115.46.214 Standalone 5.11.00_Beta /\ Config sync for f... 1

Figure 11 Create Cluster

Select the Cluster Type

3. The Create a Cluster screen opens with two options:

o CREATE A CLUSTER

o CREATE A LEAF SPINE CLUSTER

4. Hover over the CREATE A LEAF SPINE CLUSTER option and click Let’s Begin to start

the wizard.

What do you want to do?

CREATE A CLUSTER

Create a normal cluster by connecting the
nodes using a simple drag and drop
feature, We will also help you in detecting
your devices, ports and connections that
are already wired using GDP.

Select Devices

CREATE A LEAF SPINE CLUSTER

Create a leaf spine cluster by connecting
the nodes using a simple drag and drop
feature, We will also help you in detecting
your devices, ports and connections that
are already wired using GDP.

Let's Begin!

The wizard guides you through the cluster set-up. The first step is to select the devices in

your cluster.

Nodes and Clusters
Multi-Path Leaf and Spine

238



GigaVUE Fabric Management Guide

5. The Select Devices page displays a list of standalone devices with filter options:
o Software: Filter the nodes based on the software version for which the cluster will
be formed.
o Model: Filter the nodes based on a Gigamon model.
o HostName: Enter the HostName of the Gigamon Nodes to specify a device.

o Stacking Mode: Select the required Stacking Mode. The following options are
available:

o Legacy: Selects the Legacy stacking mode.
o Default: Selects the Default stacking mode.

E Notes:

¢ GigaVUE-TA 10 and GigaVUE-HC2CCv] devices are not
supported in Default stacking mode.

e GigaVUE-TA 400 device is not supported in Legacy stacking
mode.

o Protocol: Select the required protocol based on which the devices will
communicate with each other. The following options are available:

o IPv4: Cluster leader and the member nodes communicate through IPv4.
o IPv6: Cluster leader and the member nodes communicate through IPv6.
Select the nodes to include in this cluster and click Continue.
6. Click a device to select it. Click it again to deselect it. Selected devices are highlighted.

Customize Devices

Use the Cluster Configuration window to customize your devices.

7. Enter a valid Cluster ID and VIP and select the leader in the Seed Node list.

NOTE: TA devices cannot be a leader.
8. After completing the Cluster Configuration details, click Continue.

NoOTE: Use the Back button to return to the Select Devices page to revise the selection
of devices for this cluster.

Customize Stack Links for your Leaf-Spine configuration

Finally, customize the stack links to define how the nodes should be connected.

9. If GDP (Gigamon Discovery Protocol) is enabled at the device chassis level, then the
corresponding ports used to create links and ports should be admin enabled. If a
physical connection exists in the device, then the links will be shown.

Nodes and Clusters
Multi-Path Leaf and Spine 239



GigaVUE Fabric Management Guide

10. If GDP is not enabled in the ports, then the links will need to be drawn to connect the
devices.

Connect Leaf devices with Spine devices to create a stack link between them.

Click the tip of the node and drag your cursor to the second node tip to create a link.
After you create the link, a dotted line will illustrate the connection.

1. Configure the formed links in the Stack Links table as follows:
o Select ports in each device that are compatible, for example: x-x ports ,x-q ports, g-c
ports, x-c ports.
o Select two or more ports in each device to create a stack GigaStream.

o After selecting the ports, save the stack link by clicking Save button enabled in the
right of stack link table.

Stack GigaStreams and stack links can act as a spine link between the devices. The alias for
stack link and GigaStream is auto generated by GigaVUE-FM. This alias can be edited as
needed.

12. After the required Stack Links and GigaStreams are created and saved, click Continue
to start the cluster creation process.

The Creating Cluster page appears as the cluster is being created.

The Create Cluster progress window in the lower right corner of the page shows the

status of every node as it joins the cluster. It takes a few minutes for the cluster to form.

The cluster creation process involves the following steps:

o Cluster[clusterName] Creation Successful followed by Seed device

o Verifying Nodes[Will display HostName of all devices]

o Adding Node[HostName] to cluster [clusterName]

o Node[HostName] successfully joined to the cluster.

o Configuring cards for cluster[clusterName]

o Rediscovering cluster[clusterName]

o Configuring ports for cluster[clusterName].

o Configuring ports will display the status of each stack link and GigaStream whether
the creation is successful or not.

When the cluster formation process is complete the notification window will display a,

“Create Cluster Competed,” message.

13. Click Go to Cluster to view the cluster overview.

Edit a Cluster

The Edit cluster option supports only the following operations to the existing cluster:

» Multiple devices can be added to the existing cluster in a single update operation.
=« Multiple devices can be added as Leaf, Spine, Leaflet.

» Stack links can be created only from the new device which is added into the cluster
wizard.
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» Leader preferences can be changed for each device through edit cluster option.
» Stack link alias and GigaStream alias can be edited for newly created links.
» Stacking mode can be changed from Legacy to Default and vice versa.

E Notes:

* You cannot change the stacking mode and also add or remove a device
simultaneously. Only one task can be performed at a time.

» To change the stacking mode to default and add a GigaVUE-TA400 device, you
must first remove the GigaVUE-TAI0 and GigaVUE-HC2CCv1 devices if present.

¢ To change the stacking mode to Legacy and add GigaVUE-TAIO0 or GigaVUE-
HC2CCv1 devices, you must first remove the GigaVUE-TA400 devices if present.

NOTE:
« No option to remove the existing stack links through cluster wizard.
« No option to create links in existing devices.

» Addition and deletion of devices in a single update operation should not be
appreciated.

« No option to edit the existing stack link alias and GigaStream alias.

Prerequisites

Standalone devices that have maps cannot be added to cluster if ports used in maps
overwrites with the selected ports in stack link table.

This workflow describes how to add a node to a cluster.

1. Select a cluster and choose Actions > Edit cluster.

&) GigaVUE-FM

Find Physical Nodes Tags ~

ons ~
SAVED FILTERS Edit Cluster
HSeriesRbac Selected: 10f 11 | Filter : none

Testl
Host_name O Cluster ID 4 HostName Node Address Role

E

rN

Device Status Tags Box Id @

HC2_Filter 10.115.46.101 gigamon-9a0b37 10.115.46.101 Standalone /\ Config syncforf..  rbacl:rbacl 1

10.115.46.214 gigamon-af8035 10.115.46.214 Standalone /\ Config syncforf...

O
TAGS [
> Key1(5) O 10.115.465 gigamon- 995dc7 10.115.46.5 Standalone
\

1
O Device is added t.. 1
9

> Clusterd (1) 10.115.4657 Suvetha-HC3 10.115.4657 Standalone 511.00_Beta A\ Config sync for ...

2. The Edit Leaf Spine Cluster Canvas displays the existing stack link configuration details
in the cluster wizard canvas. Standalone devices are listed under the Devices pane.

3. Drag the required devices from the devices pane into the cluster wizard under the leaf
or spine container.

4. Draw the links between the newly added device. (NOTE: no new link is created for the
existing device)

Configure the stack link details in the stack link table.
6. After selecting the ports, save the stack link by clicking Save in the stack link table.
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7. Change the stacking mode as required.

8. Click Update to initiate the update process. A Confirmation window appears advising
that a backup file is generated with the updated traffic configurations. The
configurations saved in the backup file must be applied manually to restore the traffic
configurations.

9. Click OK to run the cluster update.

When the cluster update operation starts, a notification window will appear at the
right corner of the GigaVUE-FM window to show the status progression of each node,
card, GigaStream and stack link.

When the cluster update operation is completed, “Manage Cluster Completed,” will
appear in the Manage Cluster notification window.

10. Click Go to Cluster to go to view the cluster overview.

The created GigaStreams will appear in the device Port Groups page, and the created
stack links will appear in the device Stack Links page.

Delete a Node from a Cluster

This workflow describes how to remove a device node from a cluster.

NoTE: Only one device can be removed from the cluster per update operation.

The device should not contain any map configurations in a cluster. Those devices cannot be
removed until the maps are present.

1. Select a cluster and choose Actions > Edit cluster. Only one device can be deleted
from the canvas. It can be either Leaf, Spine or Leaflet.

2. Toremove a device, right-click the device to be removed from the canvas and click
Remove.

The removed device will be deleted from canvas.
3. Click Update to initiate the cluster-update operation.

The Manage Cluster notification window shows the progress of nodes being removed
from the cluster.

When the device is successfully removed from the cluster, a “Manage Cluster
Completed,” message will appear in the notification window.

4. Click Go To Cluster to go into device overview page and see the cluster details.

How to Change the Leader Preference of a Device

This workflow describes how to change the device's leader preference.

1. Select a cluster and choose Edit cluster under Actions.
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2. To set the leader preference for a device, right-click the device and click the Edit
Details option.

3. Click a device in the Edit Leaf Spine Cluster canvas to display the device configuration
quick view.

4. Update the leader preference text box and click Update to proceed.

The Manage Cluster notification will appear to show the progress of the cluster update.
When the process is complete, a “Manage Cluster Completed,” message will appear in
the notification window.

5. Click Go To Cluster to go to the device overview page and see the cluster details.

Spine to Spine and Leaf

This chapter describes the Spine to Spine and Leaf architecture for achieving high
availability in a cluster environment. Refer to the following sections for details:

« Introduction to Spine to Spine and Leaf

« Configuration Overview

« Configuration of Spine to Spine and Leaf Architecture

«» Leaf-Spine Cluster Deployment

NoTE: Refer to Regular Cluster Formation Workflow for how to use the Regular Cluster
workflow.

Introduction to Spine to Spine and Leaf

The Spine to Spine and Leaf architecture is a multi-layer architecture used for network
aggregation. This architecture supports leaf nodes and multiple levels of spine nodes. In
Spine to Spine and Leaf architecture, connect the leaf and spine as follows:

1Leaf nodes to the TAPs or tools.

2First level spine nodes to the leaf nodes and the second level spine nodes.

3Second level spine nodes to all first level spine nodes.
With multiple paths between the nodes in a cluster, the spine to spine and leaf architecture
protects against traffic congestion, failures, such as stack link or spine node failures. In the

event of a failure, the traffic on one path fails over to the other path. This architecture
provides resiliency to the network.

An example of a Spine to Spine and Leaf architecture is shown in the figure.
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Leaf nodes First Level Spine Nodes  Second Level Spine Nodes

In a Spine-Leaf cluster, the number of leaf nodes is typically higher than the number of spine
nodes. In the figure, there are four leaf nodes, four first level spine nodes, and two second
level spine nodes. The leaf nodes aggregate to a fewer number of spine nodes.

For more information on Spine to Leaf architecture, refer to Multi-Path Leaf and Spine.

In the figure, the spine nodes are GigaVUE TA Series nodes, such as GigaVUE-TA100, TA4O0,
TAI10, or TA200 while the leaf nodes are GigaVUE H Series nodes, such as GigaVUE-HC2, or
GigaVUE-HC3 which places the traffic intelligence at the edge.

Traffic between ports on the same leaf node will be local to that leaf node, but traffic
between different leaf nodes will go through the spine nodes.

The traffic from a source leaf node to a destination leaf node flows as follows:

« From a TAP, traffic flows to the source leaf node.
« From the source leaf node, traffic is load balanced to the connected spine nodes.

« From the spine node, depending on the configuration, traffic flows to the next level of
spines or the destination leaf node.

« From the destination leaf node, traffic flows to the tool ports.

Resiliency is achieved when there are multiple paths from the network to the tools across
GigaVUE nodes.

Refer to Path Protectionfor the leaf node failure, stack link failure on a leaf node or spine
node.

Configuration Overview

This section provides an overview of the configuration. You must perform the configuration
from the leader in the cluster. Follow this configuration sequence to prevent loops:
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1. Configure Stack GigaStream
2. Configure Spine Links
3. Configure Stack Links

This configuration connects nodes using multiple paths. Refer to the following figure for an
example of the configuration.

Configure Stack GigaStream

The stack GigaStream connect the spine and leaf nodes. In the following figure, the stack
GigaStream are: al, a2, a3, a4, bl, b2, b3, b4, cl, c2, d1, d2, el, e2, e3, e4, fl, 2, 3, f4, gl, g2, hl, h2,
i1, i2,i3,i4,]1,]j2,]j3, j4. Even if there is only one port that connects the nodes, you must still
configure a stack GigaStream. With a configuration of 6 spine nodes and 4 leaf nodes, the
number of stack GigaStream is 32.
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Configure Spine Links

On each leaf node, there is one spine link that contains the list of GigaStream connecting
the leaf nodes to the spine nodes. The spine links contain multiple stack GigaStream
bundled together. The spine links on the leaf nodes are: {c1,c2}, {d1,d2}, {g1, 92} and {h1, h2}.

The spine node also contains the spine links. A spine node connecting to another spine
nodes has a spine link. The spine links on the spine nodes are: {23, a4}, {b3, b4}, {e3, e4}, {f3,
4}, {i1, 12}, {i3, i4}, {j1, j2}, and {j3, j4}. The total number of spine links is twelve for this
configuration. Across the spine link members, traffic is load balanced. For this part of the
configuration, refer to the circles in the figure.

NOTE: You must not configure any spine links from spine nodes to leaf nodes.
For example, in the figure, al and a2 should not be configured as spine links.

Configure Stack Links

The stack links are: {al,cl}, {a2,d1}, {23,i1}, {a4,j1}, {bl,c2}, {b2, d2}, {b3, i2}, {b4, j2}, {e], g1}, {2, hi},
{e3, i3}, {e4, j3}, {f1, g2}, {2, h2}, {f3, i4}, {f4, j4}. The total number of stack links is sixteen for this
configuration. For this part of the configuration, refer to the circles in the above
figure.Configuration Overview.

These configuration steps ensure that the spine and leaf nodes are fully meshed.
Notes and Considerations

For the limitations and considerations, refer the Notes and Considerations in Page 8.
Configuration of Spine to Spine and Leaf Architecture

To configure Spine to Spine and Leaf Architecture, follow these steps:
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1. Configure Leaf-Spine Cluster formation workflow. To configure, refer Leaf-Spine Cluster
Formation Workflow.

2. Execute the Gigamon Automation GigaVUE-FM SDK to establish the connection
between the first level of spines and the second level of spines.

3. View the renewed topology in GigaVUE-FM, and reorder them if required.

4. Verify the configurations performed.

You can view the updated topology in GigaVUE-FM only after the execution of the Gigamon
Automation GigaVUE-FM SDK to establish the connection between the first level and
second level spines.

Limitations
» Itis not recommended to have network and tool in one segment and GSOP in other
segment. You must follow any one of the below arrangements:
o Network and GSOP in one segment of the spine, and the tool in other segment of
the spine.
o Network in one segment of the spine, and GSOP and tool in other segment of the
spine.
« Ifthe network port is in first level spine of segment 1, then the leaf should be in the leaf
of segment 2.
« Ifthe network port is in first level spine of segment 2, then the leaf should be in the leaf
of segment 1.

Leaf-Spine Cluster Deployment

This section describes the steps and prerequisites to deploy a leaf-spine cluster.

Refer to Introduction to Spine to Spine and Leaf for a conceptual overview of the leaf-spine
architecture.

Deployment Checklist

Before forming a Leaf-Spine Cluster, it is strongly recommended that you get familiar with
the relevant documentation and review the deployment checklist to prepare for
deployment.

Documentation
» Review the GigaVUE-FM Release Notes to familiarize yourself with the functionality
around creating and managing clusters.
» Review the “Multi-Path Leaf and Spine” chapter to familiarize yourself with leaf and
spine architecture.
« Review the GigaVUE-FM Release Notes for any known issue that may impact your use
case.
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Pre-deployment checklist
«» Gigamon Fabric Management must be upgraded to Gigamon 5.4.01 or later.
» Gigamon device must be upgraded to GigaVUE-OS 5.4.00 or later.
= Advanced Features License must be installed in TA devices.
« Physical connection must be established to create stack links.

« Devices must have GDP enabled and be physically connected to create links among
devices from Gigamon.

IMPORTANT: Recommendation is to use TA devices as SPINE Nodes and other devices as LEAF
Nodes.

Formation Scenario

The Spine to Spine and Leaf cluster is formed with different combinations of devices with
Spine and Leaf nodes as a node cluster.

The following configuration creates a leaf-spine cluster with four leaves, four first level
spines, and two second level spines.

LEAF FIRST LEVEL SPINE SECOND LEVEL SPINE

NoTE: GigaStreams support different speeds, as indicated by the different colored
connector lines in the figure.

Fabric Statistics

This chapter provides the statistics of all types of ports available in GigaVUE H series and TA
series.
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Refer to the following sections for details:

« About Fabric Statistics

« Display Fabric Statistics for All Ports

« Display Fabric Statistics for a Single Port
» Export Fabric Statistics

« Filter Fabric Statistics

About Fabric Statistics

GigaVUE-FM provides the ability to view detailed information about the packets dropped,
packets discarded, and packets received and transmitted by the following ports:

« Network ports

« Tool ports

« Hybrid ports

« Inline-network ports

« Inline-tool ports

» GigaSMART engine ports
« Backplane ports

«  XAUIl ports

« Stack ports

Network ports, tool ports, hybrid ports, inline-network ports, and inline-tool ports are also
called front panel ports. These are the ports that are visible on the front view of the GigaVUE
node.

The backplane ports on the control card are connected to the backplane ports on the line
card or GigaSMART engine ports. They allow packets to move from card to card, for example,
from line card to control card and control card to GigaSMART card. If there are packet errors
in the backplane ports, this information can be viewed in the Fabric Statistics page. The
format used to represent a backplane port is <box ID>/<slot ID>/<port ID>. For example, 1/1/s1
where sl refers to port sl.

GigaVUE-FM also collects statistics of XAUIl links on the GigaSMART engine ports. Each
GigaSMART engine port is made up of 2 to 4 XAUIl links, depending upon the platform. They
are considered as the child ports of GigaSMART engine ports. The format used to represent a
XAUII port is <box ID>/<slot ID>/<port ID>. For example, 1/5/e1x0 where el1x0 refers to the first
XAUIl port on engine 1.
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Display Fabric Statistics for All Ports

Using the Fabric Statistics page, you can view the statistics associated with the port types. If
there are packet drops in the ports, click on the port and drill down further to investigate the
cause of the packet drops.

To view the Fabric Statistics page:

1.  On the left navigation pane, click a, and then select Physical > Nodes and click on
a GigaVUE node.

2. Select Ports > Ports > Fabric Statistics.

Table 4: Fabric Statistics Definitions describes the columns in the Fabric Statistics table.

Table 4: Fabric Statistics Definitions

Counter Definition Notes
Port ID Port ID in the format <box id/slot id/port
id>

Alias Alias of the port

Unicast Total unicast packets received Excludes multicast packets, broadcast packets,

Packets Rx packets with FCS/CRC errors, MTU exceeded errors,
oversize packets, and pause packets.

Unicast Total unicast packets transmitted Excludes multicast packets, broadcast packets,

Packets Tx packets with FCS/CRC errors, MTU exceeded errors,
oversize packets, and pause packets.

Packets/sec Total packets received per second Excludes packets with FCS/CRC errors.

RX Excludes multicast packets, broadcast

packets, packets with FCS/CRC errors,
MTU exceeded errors, oversize packets,
and pause packets.

Packets/sec Total packets transmitted per second Excludes multicast packets, broadcast packets,
Tx packets with FCS/CRC errors, MTU exceeded errors,
oversize packets, and pause packets.

Octets/sec Rx | Total bytes received per second

This indicates the rate of incoming bytes
in the last second.

Octets/sec Tx | Total bytes transmitted per second

This indicates the rate of incoming bytes
in the last second.

Utilization Rx | Percentage of port utilization by packets
received

Utilization Tx | Percentage of port utilization by packets
transmitted
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Counter

Defi

on

Includes all valid and error frames with
the exceptions noted in the adjacent
columns.

Link Speed Maximum link speed of the port

Type Type of port

Octets Rx Total bytes received Excludes undersize frames.
Includes all valid and error frames with
the exceptions noted in the adjacent
columns.

Octets Tx Total bytes transmitted Excludes undersize frames.

Non-unicast
Packets Rx

Total Broadcast and Multicast packets
received

Non-unicast
Packets Tx

Total Broadcast and Multicast packets
transmitted

Packet Drops
Rx

Total received packets dropped

Packets are dropped when a tool port’'s bandwidth
is exceeded due to oversubscription. Packets are
dropped when they reach the tool port but before
they are sent out.

Packet Drops
TX

Total transmitted packets dropped

Packets are dropped when a tool port’'s bandwidth
is exceeded due to oversubscription. Packets are
dropped when they reach the tool port but before
they are sent out.

Discards Rx

Total received packets discarded

This counter increments when a packet is
discarded at a tool port due to a tool port map rule.

Error packets include undersize,
FCS/CRC, MTU exceeded, fragments, and
oversize packets.All packets that list
under this counter are discarded and not
processed further.

Discards Tx Total transmitted packets discarded This counter increments when a packet is
discarded at a tool port due to a tool port map rule.

Error Rx Total error packets received Excludes oversize packets without FCS/CRC.
Error packets include undersize, Packets larger than the MTU setting arriving on a
FCS/CRC, MTU exceeded, fragments, and | network port are counted twice in the counter. So
oversize packets.All packets that list 1000 oversize packets would show up as 2000. This
under this counter are discarded and not | double-counting only happens with Oversize error
processed further. packets.

Error Tx Total error packets transmitted Excludes oversize packets without FCS/CRC.

Packets larger than the MTU setting arriving on a
network port are counted twice in the counter. So
1000 oversize packets would show up as 2000. This
double-counting only happens with Oversize error
packets.

The port types in the Fabric Statistics table are represented as follows:
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Table 5: Port Types

Port Port Type
N

Network Port

Tool Port

Hybrid Port

Inline Network Port iN

Inline Tool Port iT

GigaSMART Engine Port E (bigger size)
Backplane Port BP

XAUIl Port E (smaller size)
Stack Port S

Display Fabric Statistics for a Single Port

On the Fabric Statistics page, select any port (except for backplane and XAUII) and click
anywhere in the row. The port quick view is displayed. The port quick view provides
information about a specific port. Each field is color-coded in the graphical representation.

Port Quick View

The port quick view provides a graphical view of the port statistics. You can choose to view
the statistics based on an hour, a day, a week, a month, or live to see the real-time data.The
quick view also provides information about port properties, statistics about the traffic
received (Rx) and transmitted (Tx), and alarms information. Click Counters drop-down list to
select other options.

The following table describes the parameters displayed in the Port quick view:

Field Description

Port Info Displays the port information such as the name of the port, if any.

Parameters Displays information about the current link status of the port,
admin status, port type, port speed, port's duplex configuration,
auto negotiation configuration, and the force link up
configuration.

Transceiver Displays the transceiver type connected to the port, optical input
power, vendor from where the transceiver is purchased, product
number, serial number, and temperature.

Filters Displays the number of filters, pass rules, and drop rules applied
to the port.
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Field Description

Alarms Displays the buffer threshold percentage on the ports in the Rx
and Tx directions, high and low utilization threshold percentage,
and the port utilization in the Rx and Tx directions.

Permissions Displays the roles and permissions associated with the port, users
with permission to lock the port, and users to whom the port is
shared.

Related Maps Displays the related maps associated with the port.

Export Fabric Statistics

To export the fabric statistics, click Export. The statistics table is downloaded with a filename
in the format Port_Stats_<yyyymmddhhmmss>; for example, Port_Stats_20161003172336.

Filter Fabric Statistics

Using filters, you can search and narrow down the ports displayed in the Fabric Statistics
page. To filter the fabric statistics, click Filter. A filter quick view appears as shown in Figure
12Fabric Statistics Filter. Specify the criteria to filter the ports.

Ports All Ports Ports Discovery Fabric Statistics X Filter Clear

Total Ports: 204 | Filtered By : None Apr 7, 2020 19:24:56
Box ID/Slot ID

Select a Box/Slot ID

Port ID ~ Alias | UnicastPa.. | UnicastPa.. | Packetske.. | Packets/se.. | Octef
O @ 5/2/x24 - 0 0 0 0 0 Port Alias
[m] © sl2k23 - 589 K 0 19 0 342 YPeFOrtAliEs
O © s/2ix22 - 0 0 0 [} 0 PortID
O © si2k21 - 0 0 0 o 0 Type port #
O © 5/2x20 - 0 0 0 0 0 Type
O © 5/2k19 - 0 0 0 0 0 Select Port Type...
o O 52618 ) o 0 0 0 o Packet Drops/Errors
O @ s/2x17 - 0 0 0 0 0 (OFN] © Drops © Errors
O © s2/x16 - 0 0 0 0 0 O Any
O © s/2k15 - 0 0 0 0 0
O ©) 5/2k14 - 0 0 0 0 0
O () 5/2/x13 - 0 0 0 0 0

Gotopage: 1 > of17 >l Total Records: 204
Figure 12 Fabric Statistics Filter

The criteria that you can use to filter the fabric statistics is as follows:

Criteria Description

Box/Slot ID ‘ Displays only those ports that match the specified box and slot
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Criteria Description

IDs.
Port Alias Displays a port with specified alias.
Port ID Displays ports with specified port ID. For example, if you specify

3 as the port ID, the result will display ports that include the
number 3,13, 23, 30, and so on.

Type Displays ports with specified port type. Select one of the
following:

« Network

« Tool

« Inline Network
« Inline Tool

« GigaSMART

« Hybrid
« Stack
=« Backplane
«  XAUII
Packet Drops/Errors Displays only those ports with packet drops or errors or both.

Select one of the following:

= All —displays ports with both packet drops and errors.
This is the default.

= Drops —displays ports with only packet drops.
= Errors —displays ports with only packet errors.

= Any —displays ports with either packet drops or packet
errors.

Topology Visualization

The Topology page provides enhanced visualization of the nodes, thereby improving the
usability of the page. The nodes are grouped based on pre-defined tags. The Topology page
provides the following views:

 Tagged Layout Topology: The topology layout is based on predefined tags created by
the user. Refer to Tagged Layout Topology section. The nodes can be grouped based on:
* Nature of deployment: Location of nodes such as region, state, city, data center.
* Placement: Aggregation nodes, leaf nodes, spine nodes.
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* Smart Layout Topology: For smaller deployments, GigaVUE-FM creates predefined tags
to group the nodes. Refer to the Smart Layout Topology section.

You can use the device level tagging to associate tags to the devices individually, as against
the cluster-level tagging option. Refer to Device Level Tagging section for more details.

Supported Devices

Topology Visualization is supported in the following devices:

» GigaVUE-HCI1, GigaVUE-HC2, GigaVUE-HC3
e GigaVUE TA Series devices
» Tool Devices discovered through CDP/LLDP and manual Tool Devices

Device Level Tagging

Each of the individual nodes in a cluster can be associated with a tag key and a tag value. To
assign a tag key to a device:

1. On the left navigation pane, click on go to Physical > Nodes.

2. Click on Tags and enable the Device Level Tagging option.

3. Select the required node(s). Click Tags and select Add. The Add Tags to Resources
page appears.

4. Select the required tag key and the tag value to which the nodes must be tagged.

5. Click OK.

NoTE: Only aggregation tags can be configured to the devices.

Tags ~ Filter Add Export ~

Node Addresg Box.. Seri. | SW.. | Llic. las. He. O T. @
PO.. 5l. Yes 202. @. 1

a Cluster ID | HostName | Tas.. |

(] 10.115.230.92 TA400-60... 10.115.230.9 1
Device Level Tagging® ©&

The nodes in a cluster are now associated to tags which can be used for creating the
required topology.

Nodes and Clusters
Topology Visualization 255



GigaVUE Fabric Management Guide

Smart Layout Topology

The Topology page displays smart layout topology for smaller deployments, in which the
number of devices is less than or equal to fifty. GigaVUE-FM constructs the smart layout
topology based on the port configuration. GigaVUE-FM applies the following types of tags to
the devices:

« NETWORK DEVICES: External network devices are grouped under NETWORK DEVICES.
By default, this is disabled. You must manually enable it to view the network nodes.

» GTAP NODES: Devices with internal tag value of GTAP_Nodes are grouped under
GTAP NODES.

NoTE: GTAP NODES column is displayed only if GTAP is configured in GigaVUE-
FM.

e TAP NODES: Devices with maximum number of network ports are grouped under TAP
NODES.

» CORE NODES: Devices with maximum number of stack and circuit ports are grouped
under CORE NODES.

» TOOL NODES: Devices with maximum number of tool ports are grouped under TOOL
NODES.

« EXTERNAL TOOLS: External tools connected to the devices are grouped under
EXTERNAL TOOLS.

» LEAF NODES: Leaf nodes in a leaf-spine cluster are grouped under LEAF NODES.
» SPINE NODES: Spine nodes in a leaf-spine cluster are grouped under SPINE NODES.

NoTE: Use the Show Tools/Hide Tools option to display the external tools in the
Topology page.

The devices that do not belong to either the TAP NODES or the TOOL NODES will be
included in the CORE NODES category.

The edit option allows you to change the display names (default names) with the names of

your choice for the following categories:

« TAP NODES
« CORE NODES
e TOOL NODES

You cannot edit the display name for the external tools.
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TAP NODES

Hide Tools Add ¥ Filter Convert to Tagged Layout

CORE NODES TOOL NODES EXTERNAL TOOLS

dev10.52.0000.proxy-... BoxID: 10

HC3 Cluster: 52.0000.

dev10.52.0001.proxy-... BoxID: 10

HC3 Cluster: s2.0001.

dev10.52.0002.proxy-... BoxID: 10

HC3 Cluster: $2.0002

dev10.52.0003.proxy-... BoxID: 10

HC3 Cluster: s2.0003.

dev10.52.0004.proxy-... BoxID: 10

HC3 Cluster: 52.0004.

— o —>

dev1.c1.0000.proxy-c.. BoxID: 1

HC3 Cluster: 110000

dev1.c1.0001.proxy-c.. BoxID:1

HC3 Cluster: c1c10001

dev1.c1.0002.proxy-c.. BoxiD: 1

HC3 Cluster: 110002

dev1.c1.0003.proxy-c.. BoxID: 1

HC3 Cluster: 110003

dev1.c1.0004.proxy-c.. BoxiD: 1

HC3 Cluster: 1c10004

dev9.51.0000.proxy-s.. BoxID:9

HC3 Cluster: s1.0000.

dev9.51.0001.proxy-s.. BoxID:9

HC3 Cluster: s1.0001.

dev9.51.0002.proxy-s.. BoxID:9

HC3 Cluster: s1.0002.

—

e

QWERTYUIOPASDFG.

manual Type: Anti-Malw.

Tooll

manual Type: Analyzer

Tool2

manual Type: Analyzer

Tool3

manual Type: Anti-Malw.

o Click on alink or a device. The Connections Nodes and Analytics pane is displayed at the

bottom. Refer to Smart Layout Topology section for details.

E Notes:

You can drag and drop the devices across the columns to adjust the position of
the nodes. The tags will get automatically updated.

If the number of nodes exceeds 55: GigaVUE-FM prompts you with a message
indicating that the smart layout topology is applicable only up to 75 nodes. You
can either retain the existing layout or click Convert to Tagged Layout to create
tagged layout topology. This option is available only for admin users with read-
write access to the Infrastructure Management resource category.

If 76th node is added to GigaVUE-FM: The newly added node will not be visible in
the smart layout topology.

If you switch to tagged layout topology: You cannot switch back to smart layout
topology unless the device count becomes less than 50.

Tagged Layout Topology

Tagged layout topology uses tags for grouping the nodes based on the following criteria:

Hierarchical tags for grouping based on deployment: This allows you to drill down from
a top-level hierarchical view to a lower-level detailed view.

Placement tags for placement of nodes: This allows the you to see a detailed view of the
devices from a left to right, source to tool view. Only single-valued tags can be used for
this configuration.

When you first switch to tagged layout topology, if the devices have not been associated
with tags, GigaVUE-FM prompts an error message to tag the devices from the physical
nodes page.
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E Note:

¢ Only users with read-write access to the Infrastructure Management category can
configure the required topology using tags. Refer to the 'Tags' section in the
GigaVUE Administration Guide for detailed steps on how to create tags and how
to associate the clusters/devices to tags.

» GigaVUE-FM allows you to configure tags for the individual nodes in a cluster
using the Device Level Tagging option. This allows tags to be associated at the
device level and allows the devices to be grouped for visualizing the topology. Only
aggregation tag type is allowed for tagging of the devices.

Hierarchical View using Hierarchical Tags

Using Hierarchy Tags you can group the nodes based on a specific hierarchical view. For
example to create a hierarchy based on the location of the nodes, you must create the
following tags ids and tag values:

Hierarchy Level Tag ID Tag Values

| Region North, East, South, West

Il State California, New York,
Washington

I City San Francisco, Los Angels,
Albany,

\Y Data Centers DC1, DC2 in San
Francisco

DC3in Los Angels
DC4 in Albany DC5
DC6 in Rochester DC7

DC8, DCY in Seattle

You are responsible for creating the appropriate tag keys and tag values and associate the
nodes to the correct tag key and tag value to get the required hierarchical view of the tags.
The tags can be either RBAC tags with hierarchical property set to True, or Aggregation tags.

NoTeE: GigaVUE-FM does not validate the tag values assigned to the tag keys that are
selected for hierarchical tag views. You are responsible for associating the correct tag
keys and tag values to the nodes, so that the nodes are grouped appropriately.
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Tagged Layout View using Single-valued Placement Tags

Using placement tags, you can place the nodes in distinct columns. For example, to place
the nodes based on the type of the node, the tag key must be 'Node Type' and the tag
values can be one of the following:

» Tap_processing_node
» Tool_node

e Leaf_node

e Spine_node

NoTE: Only aggregation tags can be configured at the node level tags.

Configure Topologies

To configure tagged layout topologies based on hierarchical and placements view, refer to
the following sections:

* Rules and Notes
e Steps

Rules and Notes

Keep in mind the following rules and notes while creating tagged layout topology:

» The tag keys and the tag values required for the hierarchical view and placement view
must be created in advance.

» The devices must be associated to the appropriate tag keys and tag values for visualizing
the topology.

* Topology configurations related to subgrouping, color customization, alias names are
user-specific configurations. That is, configurations done by you will not affect the views of
other users.

e Gigamon Discovery Protocol (CDP) must be enabled on the nodes to visualize the links.
For bulk configuration of GDP, refer to the Port Discovery page in the
GigaVUE Administration Guide.

e The 'Device Level Node ID' allows you to associate tags to the devices, as against cluster-
level tagging.
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¢ You cannot drag and drop the devices across the hierarchical columns. That is, you

cannot move the devices across the regions which is logically not possible from GigaVUE-
FM GUI. However, you can drag and drop the devices with in the same row. That is, you

can move the placements of the devices within the same location.

Steps

1. On the left navigation pane, click on go to Physical > Topology.

2. Click Edit Configured Tags. This option is available only for admin users with read-
write access to the Infrastructure Management resource category. The Topology Tag

Configurator page appears.

» For Hierarchy Tags: Select the required Tag Keys that need to be added to the

Selected Hierarchy Tags and click Add. Add the Tag Keys in the order based on

which you want to drill down.

e For Placement Tags: Select the required single-valued tags that need to be added to
the Placement tags and click Add. Add the Tag Values in the order based on which

you want to view the nodes in a row.

3. Click Save. The configuration is saved and the topology is displayed.

@) GigaVUE-FM
U Topology
< Q Find RACKI1
Country
dev1.c1.0000.proxy-c1-1
v USA (200) ke proxe
DataCenter HC3
v DC1 (80) devL.c1.0001 proxy-c1-2
Modules
He3
v Modulel (54)
devL.c1.0002.proxy-c1-2
State
CA (54) e
DC2 (60) dev1.c1.0003 proxy-c1-2
DC3 (60) s

<

oet

RACK2

dev1.c1.0005.proxy-c1-2
HC3
dev1.c1.0006.proxy-c1-3
HC3
dev1.c1.0007.proxy-c1-3
HC3
dev1.c1.0008.proxy-c1-3

HC3

<

ot

Edit Configured Tags

dev1.c1.0010.proxy-c1-3

HC3

dev1.c1.0011proxy-c1-3

HC3

dev1.c1.0012.proxy-c1-3

HC3

dev1.c1.0013.proxy-c1-3

HC3

® <o

o<

The Physical connections between the nodes across the groups are represented by a single
consolidated line. Click on a specific node to view the physical connections of that node with

other nodes.
Edit Topologies

To edit the topologies:
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1. Click Edit.

2. Drag and drop the devices across the hierarchical columns.

3. Click Save to save the changes.

The Edit Configured Tags option is also displayed under the edit option.

View Consolidated Links

From the Topology page you can view the details of the devices and the connections
associated with the devices for both smart layout and tagged layout topologies. Click on a
link in the Topology page to view the following:

* Nodes: Displays details about the connected devices such as Cluster ID, Host name, Node
IP, Model, Role, Box ID, and other such details.

» Connections: Displays details about the links connecting the Devices such as the host
name, port or GigaStream Alias, Type of Connection, Link Speed and other details

associated to the connection.
e Hover over the port id to view the health status of the port.

» Analytics: Displays the statistical details of the devices and the connections. Click on a
specific device or a connection for which you need to view the details. The Analytics tab
displays top 5 RX/TX packet drop, Data Rate (Octets) and utilization for a particular

column, device or connection based on selection.

NoTE: For tagged layout topologies, the Analytics tab is enabled only for the tags
at the last hierarchical level.

= India » Tamilnadu » Erode

NetworkSide SPINE

ST-Infra2-TA10-3 BoxID: 13 1+106

TAL0 Cluster: 10.115. TA100

Bhavani

Model : TA10 Model : TA100

ST-Infra2-TA25-1

TA25

Model : TA25

NetworkSide

Source Host Name Source Port

Filter Hostname... Filter Ports...
ST-Infra2-TA100-1 6/1/c25x2
ST-Infra2-TA100-1 6/1/c25x3
ST-Infra2-TA100-1 6/1/c25x4

ST-Infra2-TA100-1 TA100-1-to-HC3-2-5G
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How to Filter
The Filter button allows you to filter the devices in the Topology page based on the
following criteria:

e Role: Select one of the following options:

¢ Standalone

e leader
¢ Standby
e Member
e Model
e Cluster ID
e Host Name
e Tags
Topology Q 2 4a o-
= X Filter Topology Clear Save
a
v Role
NETWORK DEVICES TAPPNODES CORE NODES
Standalone
Network_type2 (—\ FRS-IBP-HC2P-2 BoxID: 1 gigamon-8862d5
Leader
manual Type: Router HC2 Cluster: 10.115.... HC3 Clus
Standby
Network_type3 FRS-TD-HC1 BoxID: 1 gigamon-88ad27 Membe
.
manual Type: Router HC1 Cluster: 10.115.... HC3
Network_typed gigamon-a04607 > Model
manual Type: Router HC3 Clust  Cjuster ID
Network_type5 gigamon-a04a0b
manual Type: Router HC3 Clust
Host Name
Network_type6 gigamon-a06019
manual Type: Router HC3 Cluste
Network_type7 gigamon-a08344 Tags
manual Type: Virtual Swi... HC3 Clust -
- 1
ance: GigaVUE-FM @ @

The selected filter criteria appear as info panes on the topology page and the filtered node(s)
will get highlighted. Click Save to save the filter. Click Clear to clear the filter.

Use the Show Unmatched/Hide Unmatched buttons to show or hide the unmatched nodes
and clusters.
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How to Customize the Colors in a Connection

The colors and the format of the connections in the Topology page can be configured as

follows:

1. Click the ellipsis on the top right corner of the topology page.

2. Use the Link Color Coding option to edit the colors and formats of the following types
of connections:

Consolidated Links
Stack Links

Circuit Links
Cascade Links
Tool Links

The changes are saved and will be applied for the connections when a new topology is

created.

NOTE:
software version 5.13.00. If you have used those colors in the previous versions, then
on upgrading to software version 5.13.00, those colors will be replaced with the
supported colors.

Some of the colors available in the previous versions have been removed in
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Q £ 4 6
= st Hide Tools| X | CANCEL ) [ SAVE |
TOOL NODES v Sub Grouping
dev8.51.0000.proxy-s... BoxID: 9 Group By : MNone ~
HC3 Cluster: s1.0000....
dev9.51.0001 . proxy-s... BoxlD: 9
% Link Color Coding
HC3 Cluster: s1.0001....
dev9.51.0002.proxy-s... BoxID: 9 Consolidated Links cobalt-blue = _—
HC3 Cluster: s1.0002.... e
Stack Links black - -
Circuit Links carribbean-..= -
Cascade Links cool-grey ~ -
Tool Links deep-sea-.. = - .

Sub-Grouping of Nodes

The Sub-Grouping option allows you to group the nodes in the Topology page:

1. Click the ellipsis on the top right corner of the topology page.

2. Use the Sub Grouping option to select the criteria based on which the nodes must be
grouped:

* Model

e ClusterId
e BoxId

e Role

The nodes can be grouped in both smart and tagged layouts topology.
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= Lot Hide Tools| X ( CANCEL ) [ SAVE )
TOOL NODES v Sub Grouping
dev9.51.0000.proxy-s... BoxID:9 Group By: MNone ~w
s Clcter 410000, P
dev8.51.0001 proxy-s... BoxlD:9 Box ID
v Link Color Cof ClusteriD
HC3 Cluster: s1.0001.... Role
dev8.51.0002.proxy-s... BoxID:9 Consolidated Links cobalt-blue - _—

Based on the current user who has logged in, the sub-grouping is saved.

External Tool Links and Manual Device Links

The Topology page displays the links between the nodes and the external tools. The tools
can be either manually added or discovered through CDP/LLDP by the tool port:

To add devices and links refer to the following section.

Add Devices and Links

To add devices:
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X  Add Device(s) (" cancer ) ( susmm )
Name
O Vendor
° Type O Network @ Tool
\'", Anti-Malware
Model
Description
Max Throughput Gbps @
Storage Capacity TBO
Compression Ratio 1.0
Add Links
Source
o Select a Device Select Port
° Destination
Device alias Port Description

1. Select Add > Add Device(s) .
2. You can add additional nodes by clicking the + button. To remove a node, click the -
button.
3. Enter the following information for the node:
o Name—the name of the node.

o Vendor—the node’'s manufacturer. For Gigamon nodes, you cannot edit this
field.

o Model—the model number of the node.
o Description—optional description or additional information about the node.

o Max Throughput - the maximum throughput traffic currently being sent to
this tool.

o Storage Capacity - the total processing capacity dedicated to all Gigamon
ports physically connect to the tool.

NoTE: This field is not displayed when selecting a device type Network.

The information entered for the node displays when hovering over the icon on
the topology. Also, the type selected determines the icon.
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4. Click in the Type field to select the type of device, either Network or Tool. Depending
on your selection, the following icons are displayed:

Type Icon

Network Router @
Switch E
Virtual Switch H=—H

| B |
Load Balancer
Firewall E-:-E

[ 1 1}

.-
VOIP N\

Q
Cloud
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Tool

Analyzer

aQ
o
=

Anti-Malware

, E

L/
(N

Customer Experience Management

Application Performance Management

Data Loss Prevention (DLP)

Forensics

Intrusion Detection System (IDS)

Intrusion Prevention System (IPS)
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5. Click Submit.

You can also add devices from the Network Devices page. Refer to the Configure Network
Devices section for more details.

To add links:

To add a link or links between nodes:
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X  Add Links ( CANCEL ) ( SUBMIT
Source
O | Select a Device % Select Port
|
| ° Destination
Select a Device Select Port

1. Click Add Links.
2. Select the Source device and the required source port from the drop-down list.

3. Select the Destination device and the required destination port from the drop-down
list.

NOTE: You can also select GigaStream as source or destination for the topology
and select the required ports.

4. Click Submit.

You can also add links from the Connections page. Refer to Configure Connections section
for details.

Recently Viewed

The Recently Viewed pane allows you to view the list of recently viewed topologies. Use the
Find in Recently Viewed to find the topologies that you last searched for.

Configure Network Devices
The Network Devices page displays a list network devices configured in GigaVUE-FM.

To view the network devices, log into GigaVUE-FM. On the left navigation pane, click on
and under Physical, select Network Devices.

The Network Devices page displays the following information:

Field Description

Network Name Name of the network

Nodes and Clusters
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Field Description

Vendor Vendor name
Type Type of device
Model Model of the device

Description

Brief description about the device

Discover Type

Type of discovery

System Name

Name of the system (only for CDP/LLDP links from external device)

System Description

Brief description about the system

Platform

System platform

Software version

Software version of the network device

NoTE: The columns in the Network Devices page can be customized based on the
type of content you want to view in the table. For customizing the columns, refer to
Table View Customization.

Use the following buttons to manage the network devices in GigaVUE-FM:

Button Description

Filter Use to filter the network devices. You can filter the devices based on the

following fields:

o Network Name
« Vendor

+ Type

* Model

o Discovery Type

Add Use to add new network devices. Enter the following information:

« Name
e Vendor
o« Type

* Model

Description

You can also add Links when adding the manual devices. Refer to the
Configure Connections section for more details.

Nodes and Clusters
Configure Network Devices

270



GigaVUE Fabric Management Guide

Button Description

Actions Use to Edit/Delete the existing manual devices
Import Use to import the network devices in to GigaVUE-FM. You can only import
.CSV files.

NOTE: You can only import .CSV files. After the file is imported, a pop-up message appears that
shows the number of devices that were successfully imported and the number of devices that
failed to import. For failed devices, click on the link in the message, and you will be navigated
to the Events page.

Export Use to export the devices from GigaVUE-FM, either in .CSV or .XLSX format. You can export all
the devices or only the selected devices.

Configure Connections
The Connections page displays the links and connections in the topology page.

To view the connections, log into GigaVUE-FM. On the left navigation pane, click on and
under Physical, select Connections.

The Connections page displays the following information:

Field Description

Source Host Name of the source host
Name
Source Port Port ID/Alias of the source port. Hover over the port id. A pop-up appears

that displays the following details:

« Destination Port ID/Alias
» Health State

o Link State

« Destination Port ID/Alias
o Health State

Connection Type of connection
Type
Connection Speed of connection
Speed
Connection Source of connection
Source
Nodes and Clusters 2-7-|
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Field Description

Destination Port ID/Alias of the source port. Hover over the port id. A pop-up appears
Port that displays the following details:

« Destination Port ID/Alias
» Health State

o Link State

« Destination Port ID/Alias
o Health State

Destination Name of the destination host.
Host Name

Use the following buttons in the Connections page, as required:

Button Description

Filter Use to filter the connections listed in the connections page. You can filter the
links based on any of the fields.

Add Use to add new links/connections. Enter the following information:

e Source Device
¢ Destination Device
¢ Source Port

¢ Destination Port

Actions Use to delete or edit the connection.

Import Use to import the connections in to GigaVUE-FM.

NOTE: You can only import .CSV files. The Source Cluster ID and Destination Cluster ID fields
are mandatory in the .CSV file. After the file is imported, a pop-up message appears that shows
the number of connections that were successfully imported and the number of connections
that failed to import. For failed connections, click on the link in the message, you will be
navigated to the Events page.

Export Use to export the connection details from GigaVUE-FM, either in .CSV or .XLSX format. You can
export all the connections or only the selected connection.

Flows

This chapter describes what is a flow and how to quickly view the packet drops and packet
errors that causes the flow to be unhealthy.
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Considering the system resources needed for its calculation, flows is disabled by default in
GigaVUE-FM. However, you can enable flows if required. For larger deployments, exercise
caution before enabling flows.

To enable Flows:

1. On the left navigation pane, cIick and select System > Preferences.
2. Click Edit.
3. On the Edit Preferences page, under Flows, change the status to Enabled.

Preferences
My Profile
Usemame admin
Groups Super Admin Group
Email
Password change password
Display
NOC View Mode Off
Session @
Screen Refresh Rate (min) 0.5
Auto-Logout (min) 30
General
Items displayed per page 30
FM Instance Name
Login Banner Placeholder for a customizable pre-login banner. Refer to the online help or user guide for customizing this
banner
Flows @
Status Disabled o

Edit

NOTE: You cannot disable flows once it is enabled. Contact Customer Support to
disable Flows.

Refer to the following sections for details:

About Flows

View Flows

View the Flow Summary and Statistics
How to Change the Flow Layout

How to Update Flows

View Events

Set Notifications

Limitations of Flows
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About Flows

Flows provide the ability to view the traffic flowing from a network port that receives the

traffic from a network TAP to the tool port that sends the traffic to the tools.

A flow is constructed by traversing backward starting from the egress tool port connected to

the monitoring tools all the way up to the network ports that receive the traffic from a
network TAP. If there are five egress tool ports sending the traffic out to the monitoring

tools, there will be five flows displayed in the Flows page.

Figure 13Flow - All Sites shows an example of a flow. It illustrates the network ports that

receive the packets from different sources, a set of map rules that filter the packets, and the
egress tool port that sends the packets to the monitoring tools. A flow name is determined
by the egress tool port ID or alias. In this example, the flow name is SPEGEO070_Te5, which is
the name of the egress tool port.
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Figure 13 Flow - All Sites

Figure 14Standalone GigaVUE Nodes shows a number of GigaVUE nodes in the Topology

page that are not
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Figure 14 Standalone GigaVVUE Nodes

Each node seen in Figure 14Standalone GigaVUE Nodes is represented as a separate flow in
the Flows page.

Total Flows: 33

. Total Unhealthy Total Unhealthy
(8] Name 4 Status Total Ports Ports Total Maps Maps
O TRQHLT31_TRNFHLT32 @ Flow is healthy 12 0 10 0 =
O TRNHLT87 TRQHLT31-34 @ Flow is healthy 36 0 2 0

o DAMHLT Te1&Tel2 @ Flow is healthy 9 0 1 0

O TRNHLT94 TRQHLT31-34 @ Flow is healthy 36 0 2 0

0 TRNHLT88 TRQHLT31-34 @ Flow is healthy 36 0 2 0

O TIRNHIT90 TRQHIT31-34 @ Flow is healthy 36 0 2 0

O TIRNHIT85 TRQHIT31-34 @ Flow is healthy 36 0 2 0

O TRNHIT93 TRQHIT31-34 @ Flow is healthy 36 0 2 0

™ TRALILTYY TRAICLI T M Tlnasic bhaaliba e 17 n n n v

Figure 15 Flows Representing the Standalone Nodes

When those GigaVUE nodes are connected using manual links or Gigamon Discovery links,
the number of flows created depends on the number of egress tool ports sending the traffic
out to tools. In this example, three flows are created as shown in Figure 14Standalone
GigaVUE Nodes.
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Total Flows: 3

Total Unhealthy Total Unhealthy
U Name Status Total Ports Ports Total Maps Maps

O DAMHLT Te1&Tel2 ® Maps 843 2 125 2
[TRNHLT81_1Q1Q2_TRNHLT31
_1Q7Q8_GTP-DCPCF001,
TRNHLT81_1Q1Q2_TRNHLT31_
1Q7Q8_Permanent] in the flow
are unhealthy

O DAMHLT02 Tel ® Maps
[TRNHLT81_1Q1Q2_TRNHLT31
_1Q7Q8_GTP-DCPCF0O1,
TRNHLT81_1Q1Q2_TRNHLT31_
1Q7Q8_Permanent] in the flow
are unhealthy

s
el
>N
o
o
s
N

o DAMHLTO1_Tel @ Flow is healthy 2!

(op]

0 63 0

Figure 16 Healthy Flows - sample illustration of flows after connections are made

NoTE: Gigamon Discovery is supported only from GigaVUE-FM 5.2 and above.

Figure 22Unhealthy priority Maps shows how unhealthy priority maps are illustrated in a
flow view page.
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O@TRNCLT88_1Q1Q2_TRNCLT31_1Q7Q8_Permanent  (Priority 2)
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Figure 17 Unhealthy Maps

Using flows, you can perform the following:

Quickly identify the maps and ports that are unhealthy.
Quickly drill down the unhealthy map to investigate the cause of failure.
Export a list of unhealthy ports and maps.

View the data traffic across the flow, starting from the egress tool port that sends the
traffic to the monitoring tool to the ingress network ports that receives the traffic from
the network taps or span/mirror ports. The arrows in the flow indicate the path of the
traffic flow.

View the pass all maps and the priority maps. A priority map set contains multiple
maps configured with the same source ports in the port list.

Select multiple maps and view the statistics to verify if the traffic is flowing as expected.
Filter flows by Flow Name, Status or Cluster ID.
Update flows.
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A flow is automatically constructed every 24 hours, and flow health is calculated every 5
minutes. You can also manually trigger flow and graph calculations on demand.

The following components affect the health of a flow:
» Manual links or Gigamon Discovery links that connect the GigaVUE nodes.
« Maps that are participating in the flow.

» Health status of all the underlying components of a map such as GigaStream, port
group, GigaSMART group, and vport.

For information on flow health status, refer to Flow Health Status. For instructions on
updating flows, see How to Update Flows.

View Flows

On the left navigation pane, click on select Physical> Orchestrated Flows > Flow
Maps, and then select the required cluster or node ID to view a Flow. The Flows page

provides a summary of the flow name, cluster, host name, status, total ports, total unhealthy

ports, total maps, total unhealthy maps and last computed time.

Table 6: Flows Summary Page

Option Description

Name Name of the flow.

Cluster Where a specific flow is ending. Cluster ID

Host Name Host name of the cluster.

Status The Heath status of the flow.

Total Ports The total number of ports involved in the flow are
displayed in the Total Ports link.

Unhealthy Total number of ports that are unhealthy.

Ports If there are unhealthy ports, click the Unhealthy Ports
link to view the related ports that are unhealthy.

Total Maps Total number of maps participating in the flow.

Click the Related Maps link to view the related maps in
the flow.

Unhealthy Total number of maps that are unhealthy.

Maps If there are unhealthy maps, click the Unhealthy Maps
link to view the related maps that are unhealthy.

Last

Computed

Time
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1. Click the numbers under Total Ports, Total Unhealthy Ports, Total Maps, and Total

Unhealthy Maps to view detailed information about the maps and ports participating
in the flow. Refer to View Maps and Ports.

2. To open a flow, select a flow and click Actions > Open Flow. Alternatively, click a flow.

View the Flow Summary and Statistics

A flow can display all maps that are created for managing the packet distribution in the

GigaVUE nodes. A flow summary provides information only about the total number of maps
and ports participating in the flow along with the total number of unhealthy maps and ports
in the flow. You can also select multiple maps and view the statistics to check how exactly

the packets are flowing.

To view the flow summary:

1. Follow steps1to 3 as described in View Flows.

2. In the Flows page, click a flow that you want to view. Alternatively, select a flow and
click Actions > Open Flow. The flow view page is displayed.

The following table describes the information provided in the Summary tab:

Table 7: Flow Summary

Option Description

Related
Ports

Total number of ports participating in the flow.

Click the Related Ports link to view the related ports in
the flow. Refer to View Total Ports.

NoTE: V ports and GigaSMART ports are not
considered.

Unhealthy
Ports

Total number of related ports that are unhealthy.

If there are unhealthy ports, click the Unhealthy Ports
link to view the related ports that are unhealthy. Refer
to View Total Unhealthy Ports.

To know more about how the health of a port is
calculated, refer to Port Health Status.

Related
Maps

Total number of maps participating in the flow.

Click the Related Maps link to view the related maps in
the flow. Refer to View Total Maps.

Unhealthy
Maps

Total number of related maps that are unhealthy.

If there are unhealthy maps, click the Unhealthy Maps
link to view the related maps that are unhealthy. Refer
to View Unhealthy Maps.

To know more about how the health of a map is
calculated, refer to Map Health Status.
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3. Toview the statistics, select the maps. To select the maps, follow one of the following
methods:

Method 1:

a. Click on a map. A list of priority maps are displayed. Refer to Figure 18Selecting
Maps From Maps List.

Cluster EWNCWADT
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1 Baurce Port. 2prc e
TRNPLRI: TRABLATY 631-33 VE NMIEED 112816
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O@TRNPLR22 Q1-Q4 EPGPOL0O1-VSIPLR01-02 (Priority 2)
O@TRNPLR25 Q1 VSIPLRO1 02 03 WRGPOLO1 02 03 NM4097 041917 (Priority 3)
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Figure 18 Selecting Maps From Maps List

b. Click the check box next to the priority map. The selected map is displayed in the
Items Selected pop-up. Refer to Figure 19Selected Maps in Items Selected Pop-up.

Cluster EWNCWADT
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Figure 19 Selected Maps in Items Selected Pop-up
c. Repeat step a and b for selecting multiple maps.

Method 2:

a. Inthe flow view page, double-click on a map. A list of priority maps are displayed.
Refer to Figure 20List of Priority Maps.
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Figure 20 List of Priority Maps

b. Click on a map. The map is selected and is simultaneously displayed in the Items
Selected pop-up. Refer to Figure 21Maps Selected.

w 1 Items Selected
T T T T T T T BT unseledd Map: TRNPIER?2_Q1 Q4 FPGPOIDT VSIPIRDT 02 (Priorily: 2)
View Statistics
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Figure 21 Maps Selected
c. Repeat step b to select multiple maps.

4. In the Items Selected pop-up, click View Statistics. Alternatively, select the Statistics
tab and click View Statistics. The Statistics tab displays a graph to show how the
packets are flowing from the selected maps.

View Maps and Ports

Figure 22Unhealthy priority Maps shows how unhealthy priority maps are illustrated in a
flow view page.
Standalone TRNCLTSS\\ \\ \ \
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Figure 22 Unhealthy priority Maps

Figure 23Unhealthy Pass-all Map shows how a pass-all map is illustrated in a flow view page.

Standalone FMTA10-200-16

—» () ——— §

1 Source Port: 1/1/x7 Map: test_flow_heaith GigaStream: test_flow_health

Figure 23 Unhealthy Pass-all Map

A priority map set as illustrated in Figure 22Unhealthy priority Maps can contain one or more
maps configured with the same source ports. The health of this map is determined by the
aggregated health of the priority maps in the map set. Sometimes, this map might be
unhealthy because a map that is not participating in the flow is unhealthy. The overall health
status of a flow is determined based on the aggregated health of all the maps that are
involved in the flow.

There are two ways to view the total number of maps and ports that are healthy and
unhealthy.

« Inthe Flows page, click the total number of ports, unhealthy ports, total maps, and total
unhealthy maps to view detailed information about the maps and ports involved in the
respective flow.

» Click a flow in the Flows page. In the Summary tab, click the Related Ports, Total
Unhealthy Ports, Related Maps, and Total Unhealthy Maps links to view detailed
information about the maps and ports involved in the selected flow.

View Total Ports

The total number of ports involved in the flow are displayed in the Total Ports link.

To view the total ports involved in the flow:

1. Inthe Flows page, click the Total Ports link. The All Ports quick view displays a list of all
ports that are involved in the flow. It also provides information such as port ID or alias,
type, port health status, and the node on which the port is configured.

2. In the All Ports quick view, click a Port ID to open the Port quick view.
3. Toreturn to the All Ports quick view, click Back.

4. Inthe All Ports quick view, click a node under the Node column to open the Overview
page.
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View Total Unhealthy Ports

The total number of unhealthy ports involved in the flow are displayed in the Total
Unhealthy Ports link.
To view the unhealthy ports:

1. In the Flows page, click the Total Unhealthy Ports link. The Unhealthy Ports quick view
displays a list of unhealthy ports that are involved in the flow. It also provides
information such as port ID or alias, type, port health status, and the node on which the
port is configured.

2. In the Unhealthy Ports quick view, click a Port ID to open the Port quick view.

Click a node under the Node column to open the node's Overview page.
View Total Maps

The total number of maps involved in the flow are displayed in the Total Maps link.

1. Inthe Flows page, click the Total Maps link. The All Maps quick view displays a list of all
maps that are involved in the flow. It also provides information such as map ID or alias,
type, map health status, and the priority node on which the map is configured.

2. In the All Maps quick view, click a Map alias to open the Map quick view.
View Unhealthy Maps

The total number of unhealthy maps involved in the flow are displayed in the Total
Unhealthy Maps link.

In the Flows page, click the Total Unhealthy Maps link.

The Unhealthy Maps quick view displays a list of all unhealthy maps that are involved in the
flow. It also provides information such as map alias, type, map health status, and the priority
node on which the map is configured.

In the Unhealthy Maps quick view you can:

« Click Export to export an Excel report listing the unhealthy maps.

« Clickaamap alias link in the Alias column to open the Map quick view. Refer to View
Total Maps.

« Click a node under the Node column to open the Overview page.
Filter Flows

To filter flows by name, do the following:
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1.  On the left navigation pane, click on select Physical> Orchestrated Flows > Flow
Maps, and then select the required cluster or node ID.

2. Click the Filter button at the top of the pane. The Filter panel displays.

Start typing the first few characters of the name of a flow you wish to filter on. The flow
list is sorted and all the flows containing the characters you entered displays in order at
the top on the page.

To filter flows based on their status:

4. Click the Status drop down and select one of the Status colors to display only those
flows that correspond to the color selected.

To filter flows based on the Cluster ID:

5. Click the Cluster ID drop down and select one of the Cluster IDs to display only those
flows that correspond to the Cluster ID you selected.

How to Change the Flow Layout

By default, a flow layout is arranged in a directional flow. The ingress network port receiving
the traffic from the network TAP is aligned to the left and the tool port sending the traffic to
the monitoring tool is aligned to the right. The maps configured on the standalone nodes
and clusters are displayed within the respective containers. The arrows in the layout shows
the direction in which the packets are moving from network ports to tool ports. You can
drag and drop the cluster or node containers to change the alignment. You can also drag
and drop the ports and maps within the container to change the layout.

To reset, save, or restore the layout:
1. In the Flow view page, click and drag a port or a map to change the layout as desired.

2. Tosave the new flow layout, click Actions > Save current layout. The current
alignment of the flow is saved.

3. Toalign the layout to default, click Actions > Automatically align layout. The layout is
automatically set to the default.

4. To restore the saved layout, click Actions > Restore saved layout.

View Events

On the Events page, the FlowHealthStateChange event type indicates that there is a change
in the health status of a flow. For more information about Events, refer to the “Events”
section in the GigaVUE Administration Guide.

Refer to the figure for the flow health change event on the Events page.
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Source Time v Scope Event Type Severity Description Device IP Host Name

™M 2017-11-07 05:41:05 M FlowHealthStateChange Info Flow 4090clustertrafficport? ... FMTA10-200-1¢
FM 2017-11-07 05:41:05 M FlowHealthStateChange Info Flow ewe is healthy FMTA10-200-1¢
™M 2017-11-07 05:41:05 M FlowHealthStateChange Info Flow testtoolalias is healthy FMTA10-200-1¢

Set Notifications

On the Notifications page, the email notification for the Flow Health State Changed event
type can be configured to automatically send emails to the specified addresses when there
is a change in the health of any of the flows managed by GigaVUE-FM. For more information
about configuring notifications, refer to the “Notifications” section in the GigaVUE
Administration Guide.

Refer to Figure 24Flow Health State Changed Notification for the flow health state changed
notification on the Notifications page.

Firmware changed

¥ Flow health state changed

£ FM image install Finished

Figure 24 Flow Health State Changed Notification

Limitations of Flows

If Gigamon Discovery is enabled on GigaVUE nodes and a link is created between a source
and a destination node that are of hybrid port types, the flow ends at the source node hybrid
port. As hybrid port acts as an indirect traffic source port and as a tool port, the flow
construction fails to identify the direction of the traffic flow. The workaround is to add a
manual link to indicate the direction of the traffic flow.

Device Logs and Event Notifications

This chapter describes how to view the logs for the selected node.

By default, GigaVUE-FM acts as a syslog server. However, you can use your own syslog
collector instead of using GigaVUE-FM. This optimizes the performance of GigaVUE-FM.

Refer to the following sections:
« Stream Device Logs to GigaVUE-FM
« View Device Logs
» Device Log Host Servers
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» Storage Management for Device Logs
« Manage Device Log Output
« Device Event Notifications

NoTE: Device Event Notifications is not applicable for devices with software
version greater than or equal to 5.12.01.

Stream Device Logs to GigaVUE-FM

GigaVUE HC Series device/cluster nodes provide comprehensive logging capabilities to keep
track of system activity. Logging is particularly useful for troubleshooting system issues, as
well as maintaining an audit trail. You can specify what types of events are logged, view log
records by priority, date, or name, and upload log files to a remote host for external
troubleshooting.

When HC Series devices are added to GigaVUE-FM, the default settings ensure that log
records stream to the GigaVUE-FM server and are written on the device’s file system in a
messages file. Log records can be used to analyze the system behavior directly from the
GigaVUE-FM interface instead of needing to sign in to each device.

External third-party servers can also be added to host the streamed logs. Refer to Add an
External Logging Host Server to a Node.

In this section:
« Cluster Behavior
« Standardized Logs
» Device Log Categories
» Device Log Message Types
« Device Logging Levels
» Device Logging Processes

Cluster Behavior

Logging configuration is local to the node. Each node has its own logging configuration.

Important: This is a different behavior than in software versions prior to 5.3 in which the
logging configuration on the leader was synchronized to the other nodes in the cluster.

Standardized Logs

Standardized log messages can be streamed to GigaVUE-FM. The log messages follow the
industry standard described in RFC5424. The format includes structured data, timestamp,
version, and message ID. The timestamp includes milliseconds for increased accuracy.
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In GigaVUE-FM, the log information is displayed in a table with configurable, sortable
columns and extensive filter options.

Refer to View Device Logs for information about viewing and filtering logs in GigaVUE-FM.

Refer to the GigaVUE-OS-CLI User’s Guide for information about the standardized log
message format in the CLI view.

Device Log Categories

Table 8: Device Log Categories describes the categories in device/cluster log messages as
per the standardized log format. Refer to Standardized Logs for standardization information.

Table 8: Device Log Categories

Message ID Description

GENERAL-ERR Errors that are common across applications
HIGH-TEMPERATURE | High Temperature

PACKETDROP Packet Drop

LINK Link

INIT Initialization

RESOURCE-UTIL Resource Utilization

REQUEST Query system information

Device Log Message Types

Table 9: Device Log Message Types describes the message types in device/cluster log
messages as per the standardized log format. Refer to Standardized Logs for standardization
information.

Table 9: Device Log Message Types

Message ID Description

memoryAllocError Memory allocation error
memoryAccessError Unexpected NULL access
fileAccessError File access error
switchCpuHighTemperature High Switch CPU Temperature
opticsHighTemperature High Optics Temperature
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Message ID Description

gigasmartCpuHighTemperature

High GigaSMART CPU Temperature

ambientCpuHighTemperature

High Ambient CPU Temperature

exhaustCpuHighTemperature

High Exhaust CPU Temperature

egressPacketDrop Packet Drop at Egress
ingressPacketDrop Packet Drop at Ingress
linkChangeNotify Link Change Notification

mgmtModule

Failed to load mgmt module

systemCpuUtil High System CPU Utilization
systemMemoryUtil High System Memory utilization
processCpuUtil High CPU Consumption by a process
processMemoryUtil High Memory Consumption by a process
processAccessError Process access errors
systemAccessError Process access errors

queryFail Failed to fetch system data

modulelnitFail

Failed to load a cli module

Device Logging Levels

Table 10: Logging Levels shows the standard logging levels that are used to rank logged
events by degree of severity. When configuring the device/cluster logs to stream, the
highest severity level will capture fewer logs than the lowest severity. For example, if the
lowest level (info or debug) is selected in your configuration, all levels of logs, from the
selected level up to the highest level, will be streamed. If the highest level (emergency) is

selected, only emergency logs will be streamed.

NoTE: If you change the logging severity of the nodes through GigaVUE-OS CLI, then
the same will not be reflected in GigaVUE-FM. Therefore, it is recommmended to
change the logging severity of the nodes through GigaVUE-FM.

Table 10: Logging Levels

Log-Level Description

emergency ‘ Emergency — the system is unusable. The severity level with the least logging — only
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Log-Level Description

emergency level events/commands are logged.
alert Action must be taken immediately.
critical Critical conditions.
error Error conditions.
warning Warning conditions.
notice Normal but significant condition.
info Informational messages.
debug Debug-level messages. Authorized for factory use only.

Device Logging Processes

Logs that are specific to a process are logged with the process ID. Table 11: Logging
Processes provides a list of logging processes and their descriptions.

Table 11: Logging Processes

Logging Description

Process
acctd AAA Accounting daemon
avd Active Visibility daemon
cli Command Line Interface
clusterd Cluster daemon
debuggabilityd Debuggability daemon
frm Foreign Resource Manager
gsd GigaSMART daemon
gprof Profiler
httpd HTTP daemon
licd License daemon
mgmtd Management daemon
ndiscd Network Discovery daemon
netdevd Netdev daemon
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Logging Description

Process

notf_mgr Notification Manager

ntpd Network Time Protocol daemon
peripd Peripheral daemon

persistd Persistence daemon

pm Process Manager

ptpd PTP Protocol daemon

restapid REST APl daemon

sched Scheduler daemon

snmpd SNMP daemon

statsd Statistics daemon

syncd Sync daemon

syshth System Health

ugwd Unified Gateway daemon
wizard Wizard

wsmd Web session Manager daemon
xd XML Gateway

xinetd Extended Internet Service daemon

View Device Logs

GigaVUE-FM provides the ability to view logs for each device/cluster node. These logs list all
the user events and enable Gigamon Technical Support to troubleshoot in case of any
problems.

NOTE: Log streaming is supported on H Series devices only.

In addition to describing how to view logs, this section describes the following supported
functionality related to understanding and configuring the Logs view.

« Arrange Columns in the Logs View

To view the logs of a single node:
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1. On the left navigation pane, click on and select Nodes which displays the list of

physical nodes managed by GigaVUE-FM.

2. Select a GigaVUE node. The Single Node view displays overview statistics about the

selected node.

3. In the left navigation pane, click Logs.

&) GigaVUE-FM

M@ SETTINGS Logs

> Tasks
< FETIRE (] FileName

> Authentication

O sysdump-uncenfigured-gigavue-fm-20201211-045511.tgz.gpg
High Availability
Tags
~ System

Preferences
SNMP

Node Details

IP Resolver
Backup/Restore
Images

Trust Store

Notifications
Email Servers /
Licenses

I Logs

Storage Manage...

Go to page: 1 - of 1 Total Records: 1

SUPPORT

API Reference

FM Instance: Test_FM Ul_ReOrg

Figure 25 Overview of a Single Node

%Da

20

The Logs view displays the latest log information for the selected GigaVUE node in

table format.

1. (Optional) Click the heading cell for any column to sort the list by that attribute. Refer

to Arrange Columns in the Logs View for details.

2. (Optional) Click Filter to refine the list of logs by any of the available attributes. The

Filter quick view displays the attributes of the logs.

a. Enter avalue in any of the available attribute fields to narrow the list of logs

according to that value.

Filterable
Attributes

Description

Host Name Enter a hostname or partial host name.
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Filterable Description
Attributes
Device IP Enter a device IP address or partial address.
Time Specify a start date and time and an end date and time

to define a time period.

IMPORTANT: Timestamps are shown in the time zone of
the client browser’'s computer and not the timezone of
the node reporting the event. The timestamp is based on
the correctly configured clock on the GigaVUE-FM server
and converted from UTC to the client computer's
configured timezone.

Process Specify a process to target, such as clusterd, httpd, ntpd,
restapid, snmpd, sshd, ugwd, or wsmd. Partial text
entries are acceptable. Refer to Device Logging
Processes

Log Level Select one from the list of log levels, which are ranked by
degree of severity. Refer to Device Logging Levels.

Category Select a category of issue from the list of values, such as:
High Temperature, Link, Packet Drop, or Resource
Utilization. Refer to Device Log Categories.

Priority Enter a priority number as defined by RFC 5424.
Version Enter a version number.
Type Select an event type from the list of values, such as CPU

utilization high, memory utilization high, egress or
ingress packet drop, and so on. Refer to Device Log

Message Types.
Affected Entity Select an affected entity type from the list of values.
Type Options are: CPU, Memory, Port, or Optics
Affected Entity Enter a specific affected entity

b. Click Apply Filter to apply the filter on the current list of logs.
The list of logs is now limited to the set matching your filter criteria.

c. To clear thefilter, click the “Clear Filter” link above the table.
Arrange Columns in the Logs View

The Logs view has sortable, configurable columns. The options below describe how to use
these options to personalize your view of the logs:

« Click the heading cell for any column to sort the list by that attribute.
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« To move the order of a column, click the heading cell for that column and drag it to the
location you prefer, then release the mouse click to drop it in the new location.

» Configure the columns to display in this view:
a. Click Columns on the right above the table.
b. The COLUMNS window appears.

c. Amend your column settings:

To remove a column, select the column label in the selected columns table and
click Remove.

To add a column, select the column label in the Available Columns table and click
Add.

To resort the order in which the columns appear, select any label and click Move Up
or Move Down to reposition the column.

To revert to the GigaVUE-FM default setting, click Reset to Defaults.

d. When you are done configuring the columns, click OK.

Device Log Host Servers

All device/cluster log messages for all H Series nodes are streamed to the GigaVUE-FM
server by default and are written on the device’s file system in a messages file.

NOTE: Starting in software version 5.11.00, you can choose to have GigaVUE-FM as the
syslog server or you can configure external syslog servers.

External third-party servers, like Splunk, can be added to host the streamed logs. You may
want to have certain types of log messages streamed to different servers for different
purposes. The Log Settings enable you to add additional host servers for the log streams and
to configure the type of logs each server will host.

When an external server is specified, the GigaVUE HC Series node will send logged events
through UDP, TCP, or SSH to the specified destination.

In this section:

» Add an External Logging Host Server to a Node
« Edit Host Server Settings

NOTE: For a description of log levels, refer to Logging Levels. For a description of
Syslog Server configuration options, refer to Host Server Options.
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Add an External Logging Host Server to a Node

This topic describes how to configure a system log server as a destination for logging in
GigaVUE-FM.

To add a host server:

1.  On the left navigation pane, click on navigate to Physical > Nodes and select a
node.
2. Click Logs from the Single Node view.
Click Log Setting.
The Log Settings view appears.
4. Click Add Server.
The Add Log Server quick view appears.

5. Specify the server attributes of the log server you wish to add. The parameters vary
depending on the protocol you select.

Select the logging protocol: UDP, TCP (default), or SSH.
For UDP, do the following:

a. Enter the external server’s IP address in the Server Address field.
b. Enter the port number in the Port Number field.
c. Select the required host from the Hosts drop-down.
For TCP, do the following:
a. Enter the external server’s IP address in the Server Address field.
b. Enter the port number in the Port field.
c. Select the required host from the Hosts drop-down.
For SSH, do the following:
a. Enter the external server’s IP address in the Server Address field.
b. Enter the port number in the Port Number field.
c. Enter the user name in the Username field.
d. Select the required host from the Hosts drop-down.
6. Click OK to save the settings and add the server.
The additional server appears in the server list.

7. Specify the optional settings for the server. Refer to Host Server Options for a
description of the options.
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8. Click OK to save the settings.

Host Server Options
The following table describes the optional host server settings for device logs.

Table 12: Syslog Server Settings

Setting Description

Logging This option enables or disable the server.
= Click Enable to enable the server. (Default)
= Click Disabled to disable the server.

= Click Delete to remove the server from this node.

Server Log Select the level of alert you wish to tack on this server:
Level « Info
= Notice

= Warning (default)

. Error
= Alert
= Critical

= Emergency

NoTE: Refer to Device Logging Levels. ’

Protocol Select the protocol for communicating with this server:
= TCP
= UDP (default)

NoTE: GigaVUE-FM can receive logs in TCP as well as UDP on port 5672. However by
default it is UDP.

Port Enter the Port Number.

Ssh Enabled Check the Ssh Enabled check box to enable Ssh on this server.

Edit Host Server Settings

To edit log settings:

1.  On the left navigation pane, click on and navigate to Nodes and select a node.
2. Click Logs from the Single Node view.
Click Settings.

The Log Settings view appears.
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The top portion of the Logs Setting page shows the global Storage Management
settings. The table in the lower portion lists the servers

4. Edit the settings for the server directly in the server list table. Refer to Host Server
Options for a description of the options.

5. Click OK to save the settings.

Storage Management for Device Logs

Device/cluster log messages for HC Series nodes in GigaVUE-FM are continuously being
recorded. As a result, the logs can take up a lot of storage space over time. You may want to
delete old records on a regular basis to clear-up storage space. You may want to export log
records as a back-up before performing a delete operation or to preserve for external
analysis.

GigaVUE-FM Storage Management allows you to define how the stored logs are managed.
You can specify a schedule for purging old device logs. You can also specify an SFTP server
to export the log records prior to purging.

NoTE: GigaVUE-FM Storage Management is used for all storage settings, including
device logs, alarm/event notifications, and statistics. This topic, however, describes
the storage management for device logs, in particular.

Access Storage Management

There are two ways to access the Storage Management settings for device logs. These paths
are described in Accessing Storage Management.

Table 13: Accessing Storage Management

Path Steps

From : 1. Click

2. Select System > Storage Management.

Refer to the Storage Management section in the GigaVUE Administration Guide for
more details.

From the device

—
On the left navigation pane, click . and then select Physical > Nodes.

logs page:
1.
2. Select a node.
3. Click Logs from the left navigation pane in the node view.
4. Click Settings.
5. The Storage Management page under GigaVUE-FM settings appears.
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Path Steps

NoTE: To perform a one-time manual clean-up of old logs on a specific node, refer to

Manage Device Log Output.

The configurations performed from this page is applied globally across all the nodes

managed by GigaVUE-FM.

Manage Device Log Output

Log management allows you to export and delete logs that are stored in GigaVUE-FM. Use
this process to manually clean-up old logs on a specific node before a specified cut-off date

and time. You can also specify an SFTP server and file path to export the records prior to

purging.

NoTE: Refer to Storage Management for Device Logs for global Storage Management
settings that control purging of old logs on a scheduled basis across all devices.

To edit the log management settings:

1. On the left navigation pane, click on and navigate to Physical Nodes and select a

node.

2. Click Logs from the node view.

Click Manage.

The Manage Logs view appears.

4, Complete the fields on this page to specify how to manage the logs:

Setting Description

Time Range

Select records
older than

Specify a cut-off date and time for deleting log records.
Log records that were created prior to the specified
date and time will be deleted. The time is based on the
current timezone in GigaVUE-FM.

Export Records To

SFTP Server
Address

The records are exported to a CSV file. Specify the
ftp/sftp location to send the CSV files.

For example:

sftp://username@121.0.0.1/path/directory
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Setting Description

Username and If this is a secure server, which is recommended,
Password specify the username and password for accessing the
server.
File Path Specify the path on the server to store the file.
For example: froot/dir/archive.zip

Purge Selected Records

Check this check box to enable purging the selected records.
Important: If this option is selected, records will be deleted immediately
when you click OK.

5. Click OK to save the settings.
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Traffic Filtering

This section describes the core intelligence provided by GigaVUE-OS and managed through
GigaVUE-FM that can be used to optimize your network traffic flow.

Core intelligence is...

* Flow Mapping® that defines policies to extract flows of interest
* GigaStream load balancing that distributes flows across tools

Terabit-scale configurations with Clustering and Fabric Maps
¢ Inline Bypass configurations that optimize threat prevention tools, enforcement point

Visibility across physical, virtual and cloud infrastructure

You can use the GigaVUE-OS traffic management capabilities within GigaVUE-FM by
accessing the device that has been added to the fabric manager from the GigaVUE-FM
interface. The Traffic option appears in the navigation pane of the device view on supported
devices.

To access traffic operations from the GigaVUE-FM interface:

1. On the left navigation pane, click on and select Physical from the top navigation
menu. This displays the list of Devices/Cluster Nodes managed by this instance of FM.

2. Click the Cluster ID of any node to open the node. The Traffic option is displayed on left
navigation pane.

Topics:
« Ports and GigaStreams
« Flow Mapping®
» Flexible Inline Arrangements
« Inline Bypass Solutions
=«  Timestamps
« Fabric Maps
« Orchestrated Configurations

See also:

» GigaSMART®
« About Cluster

Traffic Filtering 298


../../../../../../../Content/GV-GigaSMART/Inline_Bypass_About.htm#inline_bypass_about_1494657458_1427532

GigaVUE Fabric Management Guide

Ports and GigaStreams

This chapter provides the following information:

« About Ports

« Managing Ports

« Port Discovery

« Ingress and Egress VLAN

« How to Use GigaStream

» Port Statistics and Counters
« Monitor Port Utilization

« Packet Capture (PCAP)

About Ports

This section provides an overview of the various port types, describes the steps involved in
configuring ports, and provides details about port filters and port status. This section
includes the following major topics:

« About Network and Tool Ports

« Port Aliases

«  Work with Hybrid Ports

« Port Filters

. Status of Line Cards/Nodes and Ports

About Network and Tool Ports

Packets arrive at the Gigamon Visibility Platform at network ports and are directed to
monitoring and analysis tools connected to tool ports by flow maps. Figure 1GigaVUE-OS
Packet Distribution illustrates the concept of data flows between network and tool ports.
Data arrives from different sources at the network ports on the left and is forwarded to
different tools connected to the tool ports on the right.
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Figure1 GigaVUE-OS Packet Distribution

Network (Ingress) Ports Defined

Network ports are where you connect data sources to GigaVUE nodes. For example, you
could connect a switch's SPAN port, connect an external TAP, or simply connect an open

port on a hub to an open port on a line card. Regardless, the idea is the same — network
ports are where data arrives at the GigaVUE node.

NoTE: In their standard configuration, network ports only accept data input —
no data output is allowed.

Tool (Egress) Ports Defined

Tool ports are where you connect destinations for the data arriving on network ports on
GigaVUE nodes. For example, an IT organization could assign one set of tool ports to its
Security Team for an intrusion detection system, a forensic data recorder, and a traditional
protocol analyzer while a separate set of tool ports assigned to the Application Performance
Management team is used for a flow recorder and a long-term packet capture device.
Regardless of the specific tool connected, the idea is the same — tool ports are where users
select different portions of the data arriving on network ports.

Traffic Filtering
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NoOTE: Tool ports only allow data output to a connected tool. Any data arriving at the
tool port from an external source will be discarded. In addition, a tool port’s Link
Status must be up for packets to be sent out of the port. You can check a port’'s link
status on the Ports page by selecting Ports > Ports > All Ports and looking at the
Link Status field. Figure 2Port Link Status shows an example where the link status is
up for ports 1/1/x1, 1/1/x2, and 1/1/x3 bu down for port 1/1/x4.

Filtered By : None

Port Id Alias Type

=]

111X ColaSoft_Dedicated_Link_ESX12

O

1ix2 WireShark_Dedicated Link_ESX12

o

1711/x3 TunnelPort_From_ESX12

171/x4 (7]
Figure 2 Port Link Status
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Ports on GigaVUE TA Series Traffic Aggregator Nodes
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In earlier software versions, GigaVUE TA Series Traffic Aggregator nodes did not support tool

ports. Instead, they supported gateway ports as displayed in Figure 3GigaVUE-TA Packet
Distribution and described in Concepts lllustrated in Figure 3GigaVUE-TA Packet

Distribution.

All gateway ports on GigaVUE TA Series nodes are tool ports. For details, refer to Notes and

Consideration on GigaVUE TA Series Nodes.
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Figure 3 GigaVUE-TA Packet Distribution
Concepts lllustrated in Figure 3GigaVUE-TA Packet Distribution

Figure 3GigaVUE-TA Packet Distribution illustrates the concept of data flows. Data arrives
from different sources at the network ports on the left and is forwarded to different
Gigamon nodes connected to the tool ports (formerly gateway ports) on the right.

The following are important points about setting up packet distribution on GigaVUE
TA Series nodes:

« Traffic from multiple ingress ports can be sent to the same tool port for aggregated
uplink to the Gigamon Platform fabric.

In this example, the traffic from Inputs A, B, and C is all sent to the same tool port. In
turn, this tool port is connected to a GigaVUE HC Series node so that the combined
traffic from these inputs is available to the full suite of Flow Mapping® tools provided
by the Gigamon Visibility Platform.

« Traffic arriving at a single network port can be sent to multiple destination tool ports.

Note that in Figure 3GigaVUE-TA Packet Distribution, the traffic arriving on Input D is
sent to two different tool ports.

« Filters can be applied to tool ports:
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Filters applied to tool ports, inline network hybrid and circuit ports are called egress-
filters. Egress-filters are useful if you want to send the same traffic to multiple tool
ports and have each one allow or deny different packets based on specified criteria.
You can use up to 20 egress-filters at a time on GigaVUE TA Series nodes.

NoTE: In Figure 3GigaVUE-TA Packet Distribution, egress-filters are set to focus on
different parts of the data stream arriving at Input D - traffic on a VLAN range, a
subnet range, and so on.

Notes and Consideration on GigaVUE TA Series Nodes

GigaVUE TA Series nodes support network, tool, stack, and hybrid port types. Refer to the
following notes and considerations for GigaVUE TA Series nodes (including GigaVUE-TA],
GigaVUE-TAIO, GigaVUE-TA40, GigaVUE-TAI100, GigaVUE-TA200, GigaVUE-TA400, and
Certified Traffic Aggregation White Box):

» Gateway ports on GigaVUE TA Series nodes are removed and converted to tool ports. In
addition, gateway mirrors are removed and converted to tool mirrors.

« Tool ports on GigaVUE TA Series nodes can continue to be used to aggregate traffic (as
displayed in Figure 3GigaVUE-TA Packet Distribution and described in Concepts
[llustrated in Figure 3GigaVUE-TA Packet Distribution).

« Tool ports on GigaVUE TA Series nodes can also be used to directly connect to tools,
such as firewalls, Intrusion Prevention Systems, or Application Performance Monitors.

« Hybrid ports are fully supported in both standalone and cluster mode on GigaVUE
TA Series nodes.
« GigaVUE TA Series nodes can continue to be clustered with GigaVUE HC Series nodes.

«  When GigaVUE TA Series nodes are in a cluster, bidirectional traffic flow is enabled on
the stack links of GigaVUE TA Series nodes.

« Map rules using GigaVUE TA Series tool ports in the egress direction are supported.

Hybrid Ports

Hybrid ports are created by creating a dual function tool port. A physical tool port is set as a
virtual network port which can then send traffic to other tool ports using secondary maps. A
hybrid port is operated in loopback mode. This is only available if the GigaVUE H series node
is upgraded to minimum of 4.2 release. For more details on how to setup hybrid ports and
the caveats, refer to the GigaVUE-OS CLI Reference Guide.

Stack Ports

Stack ports are used to carry traffic arriving at a network port on one GigaVUE node to a tool
port on another GigaVUE node in a cluster.
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Inline Network Ports

Inline networks, inline tools, and inline maps work together to form an inline bypass solution.
The inline bypass solution has an overall state, which can change in response to hardware
conditions and user configuration. Inline network ports are ports to which end-point devices
are attached in an inline bypass solution.

NOTE: Inline network ports are supported only on GigaVUE-HCI, GigaVUE-HCI1P,
GigaVUE-HC2, GigaVUE-HC3, GigaVUE-TA25, and GigaVUE-TA200.

Inline Tool Ports

Inline tool ports are ports to which inline tools are attached in an inline bypass solution.

NOTE: Inline tool ports are only supported on GigaVUE-HCI, GigaVUE-HCI1P,
GigaVUE-HC2, GigaVUE-HC3, GigaVUE-TA25, and GigaVUE-TA200.

Circuit Ports
Required License: Advanced Feature License for GigaVUE-TA Series Nodes

Circuit ports are used to send or receive traffic between two clusters. The circuit ports are
configured at the sending and receiving ends of two clusters and the clusters are connected
through a circuit tunnel. Circuit ports send or receive only the traffic that is tagged with a
circuit-1D. In a map, if a circuit port is used as a source port, it acts as a network port, and
decapsulates the traffic that contains a circuit-1D. If a circuit port is used as a destination
port, it acts as a tool port, encapsulates the traffic, and strips the circuit-ID.

Circuit ports are supported on the following:
» All GigaVUE HC Series and TA Series nodes.
» Asasource portin aregular map and as a destination port in a regular collector map.
» GigaStreams, port filter, and port groups.

GigaSMART Engine Ports

GigaSMART Engine ports are used when configuring GigaSMART groups. These ports
cannot be edited. On the Ports page, the GigaSMART engine ports populates only the Port
ID, Type, and Link Status fields.

Port Lists

Many map commands require a port-list (for example, rule and shared-collector arguments
all require them). You can define the port lists using any combination of port IDs and port
aliases. In GigaVUE-FM, port lists are created in the Source and Destination fields when
editing or creating a new map. The following are considerations when creating a port list:
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«  When creating a Pass All map, you can specify a network port list, hybrid port list, or an
inline network alias in the Source field. In the Destination field for a Pass All map, you
can specify a tool port list, hybrid port list, an inline tool alias, an inline tool group alias,
or an inline bypass.

« Circuit ports are supported as source ports on Regular maps and as destination ports
on Regular Collector maps.

= The Source and Destination fields lets you select multiple non-contiguous ports. To
enter port IDs in a list, simply select the port from the drop-down list after clicking in
the field. If the port has a alias, it is shown in the list along with the ID.

« GigaSMART load balancing port groups can have ports with different rates.
Port Aliases

GigaVUE-FM lets you configure textual aliases for all port types. Aliases can be used in place
of the numerical bid/sid/pid identifier required in many packet distribution.
To set up Port Aliases in GigaVUE-FM :
1. Select Ports > Ports > All Ports
Select the Port ID that needs an alias
Select Edit.

INEENEN

In the Alias field, enter an alias for the port, and the click Save.

Work with Hybrid Ports

A hybrid port is a physical port that has a dual function as an indirect traffic source port and
a tool port. Hybrid means that a network port (ingress) can become a tool port (egress) to
which map rules can be applied. Hybrid ports are introduced in software version 4.2. Hybrid
ports are supported on GigaVUE HC Series nodes and TA Series devices.

A hybrid port is operated in loopback mode. The network data coming from the internal
loopback is available to be used in maps.

Hybrid ports help alleviate the number of ports needed. For example, without hybrid ports, if
you had traffic coming in with an MPLS header, but wanted to filter on a particular subnet,
you would create a map to remove the MPLS header, physically loop the traffic back from
the tool port to a new network port, and create another map to filter on the subnet. This
same functionality can now be accomplished with hybrid ports.

If you have been using IP/UDP tunneling to encapsulate whole Ethernet frames and want to
filter packets to destination tool ports after being decapsulated by GigaSMART, you can now
use hybrid ports.
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Hybrid ports can also be used to duplicate traffic from a network source. Using hybrid ports,
you can create maps in parallel. For example, all HTTP traffic can be sent to one tool port
unmodified and the same HTTP traffic can be sent to another tool port sliced at 100 bytes.

Using hybrid ports, you can create maps in a GigaSMART chaining.

As soon as a hybrid port is configured, it is internally changed to loopback mode. This means
that the link is Up with or without SFPs inserted. (If SFPs are not inserted, the traffic runs at
the maximum speed supported.) Traffic flows out of a hybrid port (Tx direction) and the
duplicated flow loops back to it (Rx direction). This is similar to tool mirrors.

WARNING: Do not connect cables to hybrid ports coming from network ports. All cabling
attached to hybrid ports must be attached to tools.

When a port is configured as a hybrid port type, it can be used as follows:

= asa map source and destination (for regular maps, as well as map-passall, and map-
scollector)

» ina GigaStream
= inaportgroup
= with an egress port filter

Maps using hybrid ports, regardless of source or destination, can be applied to a GigaSMART
operation.

When using hybrid ports, consider the following:

« Be aware not to configure traffic loops, such as such as H1 > H2, H2 » H3, H3 > H1.Do
not use the same hybrid port as ingress as well as egress on all maps, such as such as
H1 > H1.

« Once a hybrid port is used in a map or other traffic object, the port type cannot be
changed.

« Hybrid ports can be used in inline OOB.

« Hybrid ports cannot be used in any inline objects, such as inline-network or inline-tool.
« Hybrid ports support ingress port VLAN tagging.

« Hybrid ports cannot be used in a tool mirror because that is for tool ports only.

« Hybrid ports cannot be used in a port pair because that is for network ports only.

« Hybrid ports are not supported on 100Gb ports with CFP2 transceivers.

In a cluster environment, hybrid ports can be configured across nodes.

To configure a hybrid port, do the following
1. Select Ports > Ports > All Ports.
2. Click Quick Port Editor.
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3. Enter the port ID, the Quick Search field. For example, 1/1/x10.

» Click in the Type field and select Hybrid as shown in the following figure.

1/1/x10

Port Id Alias Type Admin

1/1/x10 port alias Tool v @ Enable

MNetwork
Tool

Stack
Inline Metwork
Inline Tool

4. Click Save.

Hybrid ports can be used in the following:

« Regular map
« Regular map with GigaSMART operation
» First level and second level maps with vports

When configuring a map, use a hybrid port as follows:

« Inthe Source field when it is used as an indirect traffic source port
= Inthe Destination argument when it is used as a tool port

NOTE: You cannot use the same hybrid port in one map as both Source and
Destination, or create a loop from multiple maps.

There is no limitation to the number of maps that can be used as second level maps to
which packets can be forwarded.

Port Filters

Flow Mapping® provides the ability to apply filters to egress ports (tool, hybrid, circuit, and
inline network), passing or dropping traffic after it has been forwarded from a network port.

Port-filters provide a convenient way to narrow down the traffic seen by egress ports
without having to change an entire map. However, they are less efficient and scalable than
flow maps — focus on using flow maps as your first packet distribution technique.

Port Filter—Rules and Notes

Keep in mind the following notes when managing port-filters:

« The filter is only supported for egress ports (tool, hybrid, circuit, and inline network) —
network ports use maps to direct traffic.
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You can only configure egress port filters on a single port at a time. The filter argument
is blocked when used the with multiple tool ports or port groups.

In cases of inline network LAG and inline network groups, the port filters must be
applied on each of the inline network ports that are part of the inline network LAG or
inline network group.

Port filters for inline network ports are supported on GigaVUE-TA25, GigaVUE-TA200 .

The GigaVUE-TA25 ports cannot be part of destination ports of first level maps if the
source port is on another node (i.e combination of VPort and GigaVUE-TA25 destination
port in the “to” ports list) in legacy cluster.

In the release 5.14 on GigaVUE-TA400, the outer VLAN tool port filter cannot be used to
match ingress VLAN tag that is configured on the source port.

IP fragmentation tool port filter is not supported on GigaVUE-TA40O in 5.14 release.

The following limitation is applicable only for double tag mode (software version
5.14.00). Egress port filters are supported on GigaVUE-TA25 and GigaVUE-HCI-Plus,

except that a) VLAN rules are not supported with port filters and b) either IPv4 or IPv6
type port filter rules are supported only if L2 circuit encapsulation tunnels or GS maps
are used else both IPv4 and IPv6 rules are supported.

Port-Filter Maximums

Table 1: Port-Filter Maximums per GigaVUE Node provides the maximum port-filters for the

different GigaVUE nodes:

Table 1: Port-Filter Maximums per GigaVUE Node

GigaVUE Node

GigaVUE-HCI1

GigaVUE-HC2 (CCv2)

GigaVUE-HC3 (CCv1 and
cCcv2)

Maximum Number of Port-Filters

» 448 for IPv4 rules
« 255 for IPv6 rules
« 448 for IPv4+IPv6 Pass rules.

NoOTE: For an IPv4 and IPv6 combination the
maximum filters allowed is 448. In such
combination the maximum limit is 254 for IPv4
filters and 255 for IPv6 filters. While configuring
an IPv4 + IPv6 combination ensure that the
individual filter limits are not crossed.

GigaVUE-HCI1-Plus

o 448 per Pseudo slot

GigaVUE-HC2 (CCv1)

o 448 per chassis

GigaVUE-TA10

o 20 per chassis
« 100 with Advanced Features License

GigaVUE-TA40

Traffic Filtering
Ports and GigaStreams

o 20 per chassis
« 100 with Advanced Features License

308



GigaVUE Fabric Management Guide

GigaVUE Node Maximum Number of Port-Filters

GigaVUE-TA100-CXP o 20 per chassis
o 448 with Advanced Features License

GigaVUE-TA25 Without Advanced Feature License:

o 20 per chassis
With Advanced Feature License

o 448 for IPv4 rules per pseudo-slot
o 255 for IPv6 rules per pseudo-slot
o 448 for IPv4+IPv6 Pass rules per pseudo-slot.

NOTE: For an IPv4 and IPv6 combination the
maximum filters allowed is 448. In such
combination the maximum limit is 254 for IPv4
filters and 255 for IPv6 filters. While configuring
an IPv4 + IPv6 combination ensure that the
individual filter limits are not crossed.

GigaVUE-TA100 Without Advanced Feature License:

« 20 per chassis
With Advanced Feature License:

o 448 for IPv4 rules per pseudo-slot
o 255 for IPv6 rules per pseudo-slot
o 448 for IPv4+IPv6 Pass rules per pseudo-slot.

GigaVUE-TA200 NoTE: For an IPv4 and IPv6 combination the
maximum filters allowed is 448. In such
combination the maximum limit is 254 for IPv4
filters and 255 for IPv6 filters. While configuring
an IPv4 + IPv6 combination ensure that the
individual filter limits are not crossed.

GigaVUE-TA400 Without Advanced Feature License:

o 20 per chassis
With Advanced Feature License:

o 450 for IPv4 rules per pseudo slot
o 450 for IPv6 rules per pseudo slot.

NoOTE: A single filter applied to multiple tool ports counts multiple times against the
100-filter limit.

How to Apply Port Filters
To apply a port filter, do the following:

1. From the device view, go to Ports > Ports > All Ports.

2. Select the egress port (tool, hybrid, circuit, and inline network) to which you want to
apply a filter, and then click Edit.
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3. Under the Filters section on the Ports page, click Add Rule.

4. Select and configure any of the following required rule:

Table 2: Port-Filter Rule

Rule Action

circuit-id Configure circuit id

Description Add a description to the Map Rule

dscp Configure DiffServ Code Point bits

ethertype Configure Layer 2 ethernet type

ipbdst Configure destination IPv6 address

ipbsrc Configure source |IPv6 address

ipdst Configure destination IPv4 address

ipfrag Configure IP fragmentation bits

ipsrc Configure source IPv4 address

ipver Configure IP version number

I2gre-id Configure I2gre id

macdst Configure destination MAC address

macsrc Configure source MAC address

portdst Configure destination port number or port
range

portsrc Configure source port number or port
range

protocol Configure internet protcol number

tcpctl Configure TCP control bits

tosval Configure type of service bits

ttl Configure time to live value or range

vian Configure vlan id or id range

vxlan-id Configure vxlan id

5. Add a new port-filter using the specified criteria as follows:

o Use adrop rule to deny packets matching the specified criteria.

o Use a pass rule to allow packets matching the specified criteria. All other packets
are denied.

6. Click Save.

View Port Filter Statistics

You can view the port filter counters based on the filter rules configured for the port. To view
the port filter statistics:
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1. From the device view, go to Ports > Ports > All Ports.

2. Click the port ID for which you want to view the filter counters. The Port ID quick view
appears. Refer to the following figure:

'Jf' GIgaVU E-FM  gigamon-a302dd (H Series) Last synced at 2020-04-16 13:19:34 Q D AR e-r® @

Ports All Ports aorts Discovery Fabric Statistics X Port: 1/1/x10 - @ gigamon-a302dd o Edit Clear Stats
Total Ports: 18 | Filtered By : none  Apr 16, 2020 13:21:00
Type Number of Filters 6
. Pow st
Portld = Alias | Status Type Speed Admin - Pass Rules Statistics
Vendor
V112 ro. [ Disablef vian:23 10 Packets 30 Bytes
| Product No
U1x11 ro.. [ Disablef valueMax:45
{ Serial No
-111!\:10 e Po... T 106 Enabled ipVervd
. | Temperature P
119 9 Po.. Disablef
& Ports { ipVerv4 70 Packets 90 Bytes
1148 Jre.. [ Disablef
Ports UikT Deo. [ Disabd ipaTti23 1 Packets 40 Bytes
alueMax:34
16 9 Po.. Disablef e
| Drop Rules Statistics
115 v) Po... Disablef
O Uikd ro. [ Disablel vlan:23 10 Packets 30 Bytes
d 1/1/x3 ) Po... m Disable valueMax:45
O 1142 ro.. [ Disablef ipVer:v4
ipVer:v4 70 Packets 90 Bytes

Gotopage: 1 v  of2 >l Total Recd
ipdTtl:23 1 Packets 40 Bytes

valueMax:34

Pass Rule Comments Drop Rule Comments

View Filter Resources for a Slot
You can view the maximum filter resources available and the filter resources used for a slot
in the Slot ID quick view. To access the Slot ID quick view:

1. From the device view, go to Chassis. The Box ID page appears.
2. Click the required slot ID. The Slot ID quick view appears.

3. Go to the Filter Resource section to view the filter resources limit and the filter
resources used. Refer to the following figure:
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You can review the current status of the node, line cards, modules, and ports through either
the CLI or the GigaVUE-FM. This will ensure that all units have been properly configured and
that the node is ready for further configuration.

To check the line cards/modules and ports with GigaVUE-FM, using the Ports page or the

Chassis page (select Chassis in the navigation pane).

How to Check Port Status with Ports Page

To check the port status with the Ports page, do the following:
1. Select Ports > Ports > All Ports to open the Ports page.

2. Locate the port to check by entering the port ID or port alias in the search field.

3. If you need to change the port type or enable the port:

a. Click Quick Port Editor.

b. In the Quick Port Editor, enter the port ID or port alias in the Quick search field to

find the port.

c. Set the port type by selecting type from the drop-down list in the Type field. enable
the by selecting Enable as needed.

How to Check Port Status with Chassis Page

To check the status of the ports and cards with the Chassis page, do the following:
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1. Select Chassis from the navigation pane to open the Chassis view shown in Figure
4Chassis Page.

2. Use the view buttons on the Chassis page to check the status of the cards as well as
the ports. When viewing a node in cluster, there is a drop down option to select a
specific node in a cluster configuration.

For details about the Chassis page, refer to the “Chassis” section in the GigaVUE
Administration Guide.

View by Type:| Port | Transceiver |

Figure 4 Chassis Page

Managing Ports

The Ports pages allows you to manage and configure ports for various functions. In case of
inline supported devices, the pages for managing inline bypass ports are available by
selecting Inline Bypass from the main navigation pane.

Before beginning with managing and configuring ports, make sure that the user role, which
is assigned to a User Group, has the permission for the specific ports on the system. For
details on the port-based access levels, refer to the GigaVUE-OS CLI Reference Guide and
“Managing Roles and Users” in the GigaVUE Administration Guide.

This section provides a description of the Ports pages in the GigaVUE-FM Ul. It covers the
following topics:

« Ports

« Port Groups

« Port Pairs

« Tool Mirrors

« Stack Links

» |P Interfaces

= Circuit Tunnels

NOTE: Starting in software version 5.5.01, any change in the port health status is
indicated immediately in the following port pages:

« Ports > All Ports
» Port Groups > All Port Groups
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» Port Groups > GigaStream
« Port Pairs

« Tool Mirrors

« Stack Links

« |P Interfaces

The link in the notification opens the port quick view.
Ports

The Ports tab lets you select the All Ports and Ports Discovery pages. You can also control
which ports display.

All Ports

The All Ports page displays when you select All Ports. The Ports page shows a table with
detailed information about each port ID on a specific device. Only the GigaVUE HC Series
and GigaVUE TA Series devices are presented in the Port Page view as shown in Table 3:
Descriptions of Ports Page Columns. You can control which ports display on the page by
selecting a set of filters or configure the ports through the Quick Port Editor or selecting Edit
for a selected port. For details about filtering ports, refer to Port List Filter. For details about
the Quick Port Editor, refer to Quick Port Editor.

GigaVUE-TA1 Gigamon Visibility
Traffic Aggregator Fabric

Input A

H Series Traffic Visibiity Node

G Serdes Traffic Visibdity Node

Network Ports Tool Ports

Figure 5 Ports Page

The port type determines which columns are populated with data in the table. The columns
are populated as follows:
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« Engine ports populate the Port ID, Type, and Link columns.

« Network ports populate the Port ID, Alias, Type, Speed, Admin Enabled, Link Status,
Transceiver Type, Utilization, Port Filter, and Discovery Protocol.

« Tool port populate the Port ID, Alias, Type, Speed, Admin Enabled, Link Status,
Transceiver Type, Utilization, Port Filter, and Discovery Protocol.

» Stack port populates Port ID, Alias, Type, Admin Enable, Link Status, Utilization, Port
Filter, and Discovery Protocol.

« Hybrid port populates Port ID, Alias, Type, Admin Enable, Link Status, Utilization, Port
Filter, and Discovery Protocol.

« Circuit port populates Port ID, Alias, Type, Admin Enable, Link Status, Utilization, Port
Filter, and Discovery Protocol.

« Inline Network port Port ID, Alias, Type, Admin Enable, Link Status, Utilization, Port
Filter, and Discovery Protocol.

« Inline Tool port Port ID, Alias, Type, Admin Enable, Link Status, Utilization, Port Filter,
and Discovery Protocol.

NoTE: Not all port types are supported on all platforms. Inline network and inline tool
ports are supported on GigaVUE HC Series nodes, GigaVUE-TA25, GigaVUE-TA25E
and GigaVUE-TA200, GigaVUE-TA200E.

Table 3: Descriptions of Ports Page Columns provides descriptions of the columns on the

ports page.

Table 3: Descriptions of Ports Page Columns

Column Description

Port ID

The port number is in <box ID>/<slot ID>/<port_ D> format in the CLI and GigaVUE-
FM. For the GigaVUE TA Series slot ID is always 1 as they are not modular. For the
GigaVUE-HCI1, GigaVUE-HC2, and GigaVUE-HC3, the line cards or modules are
identified by the slot number.

In a standalone (default) configuration, box ID is always designated as 1 but can be
changed through the CLI (it cannot be changed through GigaVUE-FM ). In a cluster
configuration, the box ID can vary.

Alias

Alias name of the port, if any.

Status

Health status of the port.

NoTE: When a ports administrative status changes from 'enabled' to 'disabled’, the
health status of the administratively disabled ports remains in Green. However,
the health status of administratively disabled port is indicated as NA if Exclusion
Rules are enabled for the ports that are admin disabled in the Alarms Page. Refer
to the 'Manage Alarms' section in the GigaVUE Administration Guide for more
details.

Type

List the type of port such as network, tool, stack, inline network, inline tool, circuit, or
hybrid.

You can set the port type through the Quick Port Editor or selecting the port on the
Port page and clicking Edit. The port type is set by selecting the type in the Type
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Column Description

field.
Speed Current setting for the port's speed.
Admin Indicates whether the port is administratively enabled or disabled.
Force Link Up Indicates the ‘force link up’ setting for the port. When enabled, this option forces

connection on the optical port.

Ude Indicates whether the port is enabled for unidirectional (Ude) or bidirectional traffic.
Enabled means Ude; Disabled means bidirectional.

FEC Configures forward error correction (FEC) on the port to ensure error-free traffic over
long distance. The values are:

e CL91—Enables FEC on the port.

e CL74— Enables FEC on the port.

e CL108 — Enables FEC on the port for GigaVUE-TA25 and GigaVUE-TA25E.
e OFF—Disables FEC on the port.

This option is available only on 25Gb and 100Gb transceivers.

Link Status The current status of the link connected to the port, either port link up or port link
down.

Transceiver Type The type of transceiver installed in this port.

SFP Power SFP power for copper transceivers

NoTe: When a new device is added to GigaVUE-FM, it takes one stats cycle for the
SFP power value to be reflected in the GigaVUE-FM GUI.

Port Filter Indicates if the egress port filter (tool, hybrid, circuit, and inline network), is
associated with this port.

Discovery Protocol Protocol used to discover neighboring nodes using CDP or LLDP. This feature is
available for network, tool and circuit ports.

Box Hostname Host name of the device

Gigamon Discovery Indicates if Gigamon Discovery protocol is enabled

Tags Tag associated with the port.

Port Quick View

The Quick View for ports displays when you click on a row in the Ports page to quickly get
more information about a specific port. The quick view shows the port properties, statistics
information on receiving (Rx) and/or Transmitting (Tx) ports and alarms information. The
quick view also shows a graphical representation of port statistics. Refer to Figure 6Ports
Quick View for an example.
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Ports
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Figure 6 Ports Quick View
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The ports that display on the Ports page can be filtered so that only ports that meet certain
criteria display on the page, such as port type and admin status. To filter the ports, select
Filter. This opens the Filter view shown in Figure 7Port List Filter where you can specify how

to filter ports displayed on the Ports page.
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Figure 7 Port List Filter
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The criteria that you can use to filter the port list is as follows:
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Box/Slot ID Display only those ports that match the specified box and slot
IDs.

Port Alias Display port with the specified alias.

Port ID Display ports with specified number in the port ID. For
example, if you specify 3 the result will also display ports that
include the number 3, 13, 23, 30, and so on.

Type Display ports with the specified port type. Select one of the

following:
Network

Tool

Inline Network
Inline Tool
GigaSMART
Hybrid

Circuit

Stack

Admin Status

Display ports based on their current admin status. The possible
selections are:

All — display ports with a status of Enabled or Disabled. This is
the default.

Enabled — display ports with admin enabled
Disabled — display ports with admin disabled

Link Status

Display ports based on their current link status: The possible
selections are:

All — display ports with a status of Up or Down. This is the
default.

Enabled — display ports with a link status of up.
Disabled — display ports with a link status of down.

Speed

Display ports with the selected port speed. The port speeds
available depend on the node.

Transceiver Type

Display ports with the selected transceiver type. The
transceivers available selection depend on the type of
transceivers connected to the ports.

Tags

Display ports associated with the selected tag key and tag
value.

To filter the ports, enter the information to use for filtering the ports and select the radio

buttons. For example, in Figure 8Filtering by Network Port Type and Admin Status Enabled,

the filters selected are Network Type and Admin Status Enabled. Click the Clear button to

remove the filter selections.
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Ports All Ports Ports Discovery ~ Fabric Statistics Header Stripping Statistics X Filter Clear
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Figure 8 Filtering by Network Port Type and Admin Status Enabled

After the filter is applied, the Ports page displays only the ports that correspond to the
selected filters and shows the total number of ports that meet the criteria. To clear the filters,
select Clear Filter. Figure 9Filtered Ports List shows the Port pages with two ports that
correspond to the current filters: Network Type and Admin Status Enabled.

| Total Filtered Ports:2 | Clear Filter

4 Port Id Alias Type Speed Admin Enabled
10/1/x1 10G v
10/1/g1 1G 1G vy

Figure 9 Filtered Ports List

Quick Port Editor

From the Ports page, you can open the Port Type Editor to quickly change the port types in
a chassis. To set the port type for ports in a chassis, do the following:

1. Click Quick Port Editor.

2. For each port on which you want to set the port type, select the type from the drop-
down list. In Figure 10 Port Type Selection, port 1/1/x9 is being changed from a network
port to at tool port.

To find a specific port, you can use the Quick Search to find a specific port by entering
the port ID or alias in the Quick search field.
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X  Quick Port Editor OK Close
Quick search
4 Port Id Alias Type Admin
112 port alias Network v L Enable
1/1/x3 port alias Tool v # Enable
114 port alias Tool v ¥l Enable
1/1/x5 port alias Tool v # Enable
11k7 port alias Tool v # Enable
1/1/x8 port alias Tool v @ Enable
Network
1/1/x10 port alias [ Enable
Hybrid
Stack -
/111 port alias Circuit U Enable
Inline Network
1/1/x12 port alias Inline Tool [ Enable
/113 port alias Network v E Enable
1/1/x14 port alias Network v [ Enable

Figure 10 Port Type Selection
3. To enable the port, select Enable.
4. Click OK.

Each port can also be assigned an alias. Any port types set in the CLI or through the
GigaVUE-FM APIs are reflected on this page. For more information, refer to Port Aliases for
port aliases and to the GigaVUE-FM REST API| Reference in GigaVUE-FM User's Guide and
the GigaVUE-FM Reference for APls.

Configure Ports
From the Ports page, you can either configure or edit a specific port by selecting a port and

clicking the Edit button on the Ports page or on the Quick Port Editor. Table 4: Port
Configuration Options describes the options on the configuration page.
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Table 4: Port Configuration Options

Field Description

Alias The alias configured for this port, if any. Aliases can be used in place of the numerical
bid/sid/pid identifier required in many packet distribution commands in the CLI.
For example, instead of configuring a connection between, say, 1/1/x1 and 1/2/x4, you
could connect Gb_In to Stream-to-Disk. Note that aliases can only be applied to single
ports. They cannot be applied to groups of ports.
Port alias can be up to 128 characters long including special characters. Aliases are
case sensitive.

Admin Check to enable the port.

Type Specifies whether the port is configured as an Inline Network port, Inline Tool port,
Network port, Tool port, Stack port, Circuit port, or Hybrid port.

Speed Specifies the speed for the selected port. For copper ports, you can click to change the
speed as long as Auto Negotiation is disabled.

Duplex Specifies the port's duplex configuration. Only full duplex is supported.

Starting in software version 5.2, half duplex support is removed from all GigaVUE
nodes. If half duplex was configured in a previous software version, it will remain intact
following the upgrade to 5.2 or higher release. Update to full duplex, if required.

Auto Negotiation

Select to enable auto-negotiation for the selected port. When auto-negotiation is
enabled, duplex and speed settings are ignored. They are set through auto-
negotiation.

For 1Gb fiber ports, auto-negotiation is not supported on Gigamon Platforms..

Force Link Up

When enabled, this option forces connection on an optical port. Use this option when
an optical GigaPORT tool port is connected to a legacy optical tool that does not
transmit light. This option is not available for 10Gb capable ports with a 1Gb SFP
installed.

Ude When selected, this option indicates the port is unidirectional (UDE). When deselected
(disabled), the port is bidirectional.
UDE is enabled by default.
Note: This option is available for GigaVUE-HC2 (CCv2), GigaVUE-HC3, GigaVUE-TA100,
GigaVUE-TAI00-CXP, GigaVUE-TA200, GigaVUE-TA25 and GigaVUE-TA400 platforms
with T00Gb BiDi (QSB-512) transceiver. If used with passive taps, ports used for
monitoring should be set to Network port with UDE enabled.
Important:If you clear the UDE check box, the laser will start to transmit, which may
affect the remote connectivity.

FEC Configures forward error correction (FEC) on the port to ensure error-free traffic over
long distance. The values are:
CL91—Enables FEC on the port.
CL74— Enables FEC on the port.
CL108 — Enables FEC on the port for GigaVUE-TA25.
OFF—Disables FEC on the port.
This option is available only on 25Gb and 100Gb transceivers.

Timestamp Use the timestamp options when a GigaPORT-X12-TS line card is installed. For details

about the GigaPORT-X12-TS line card, refer to the GigaVUE-OS CLI Reference Guide.
The timestamp options are as following:
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Field Description

Append Ingress—Use this option to add a timestamp to ingress packets a GigaPORT-
X12-TS ports. This applies to ports x1.x12 when configured as network ports.

Strip Egress—Use this option to strip timestamps from egress packets.
Source ID Egress—Use this option to specify a custom source ID to be included in the

timestamp appended by the GigaPORT-X12-TS. The source ID identifies the ingress
port on the GigaVUE H Series node where the timestamped packet arrived.

The timestamp always includes a source ID. If you do not specify a custom value, the
GigaPORT-X12-TS generates one automatically using the following formula:

(Box ID * 2048) + (Slot ID * 256) + Port Number
Important: Only apply the Strip Egress option to packets with time stamps appended.

The strip egress feature strips the last 14 bytes of each packet regardless of whether a
timestamp has been added.

VLAN Tag Use VLAN tags to identify, differentiate, or track incoming sources of traffic. When the

traffic reaches the tools or the maps, you can filter on the VLAN tags for the

corresponding ports you want to measure.

Ingress port VLAN tagging is supported for IPv4 and IPv6 packet types, including non-

tagged packets, tagged packets, and Q-in-Q packets. Ingress port VLAN tagging is not

supported on inline network ports, hybrid ports, or on network ports that are

connected via port-pairs. The same VLAN tag can be assigned to multiple network

ports. However, each port can only have one VLAN tag. VLAN tagging is supported in a

cluster.

e To add, VLAN IDs for a Port, enter the VLAN ID in this field.

e To modify, update the VLAN ID in this field and Save. It will take effect.

e To delete, remove any values for the VLAN ID in this field and Save. It will remove the
VLAN Tag from this Port.

VLAN tags are only available on network ports.

NoTe: On GigaVUE-TA25, ingress VLAN tagging is not supported on network ports
associated with GSOP maps and GSOP maps are not supported on network ports
configured with ingress vlan tag. This limitation is not applicable with E-tag mode.

Port Discovery Select to enable discovery of neighbors associated with the port. Neighbor discovery is
only available on network ports

Discovery Protocols | When port discovery is enabled, use the Discovery Protocol options to set up CDP or
LLDP or both (All) on the port. The results are shown on the Ports Discovery page.

Buffer Threshold Specifies the alarm buffer threshold on a port. You can specify the alarm buffer
threshold in the Rx and Tx directions on network and stack type ports and in the Tx
direction on tool type ports.

By default, the threshold is set to 0, which disables the threshold
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Field Description

Utilization Sets the utilization percentage for this port at which the GigaVUE H Series node will
Threshold generate high or low utilization alarms for the port. For more information about port
utilization, refer to Monitor Port Utilization.

By default, the threshold is set to 0, which disables the threshold.

Lock Port Restricts use of the port for only your user account as follows:

e Users with the admin role can lock any port in the system. Users with the
Default/Operator role assigned can only lock ports to which their account has been
granted access.

e Administrators can lock a port for another user by including the optional user.

You can optionally share a locked port by specifying users in the Lock shared with

Users field or selecting users to share the lock with through their assigned roles. For
more information about who to set lock sharing, refer to Managing Ports.

Tags Select the required tag key and tag value to which the port must be associated to. The
tag key and the tag value will be displayed depending on the role and the
corresponding access rights of the user.

Ports Discovery

The Ports Discovery page displays the port neighbor information for each port that has
discovery enabled. For each network port, tool port or circuit port on which discovery is
enabled, neighbor information is collected. Information for up to five of the most recent
neighbors is retained for each port.

The following are limits on the amount of discovery information that is retained:
« For each port, discovery information for a minimum of two neighbors and a maximum
of 20 neighbors is retained.
« For a chassis, discovery information for a maximum of 2K neighbors is retained.

Neighbor information is removed or replaced as follows:

«  When the neighbor information expires due to the TTL.

«  When the number of neighbors for the chassis reaches the 2K maximum and a new
neighbor is discovered. In this case, the following can occur:

o Ifthere are currently two or more discovered neighbors for a port, the newly
discovered neighbor replaces the neighbor information for the least recently
updated neighbor.

o Ifthere are currently less than two discovered neighbors for a port, the newly
discovered neighbor is added (actually exceeding the 2K limit to guarantee a
minimum of two neighbors per port).

NoOTE: Aging (the discovery protocol time-to-live) determines how long neighbor
information is valid.

For information about the discovery protocols and enabling port discovery, refer to Port
Discovery
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Statistics

The Statistics page displays the statics for all the ports on the node, providing the following
information about a packets transmitted or received on a port:

Column

Octets (Rx/Tx)

Definition

The count of packets/bytes received and
transmitted by this port.

Notes

Error packets are not transmitted,
therefore they are not counted.
Excludes undersize frames.

Octets/sec (Rx/Tx)

The count of packets/bytes received and
transmitted by this port per sec.

Error packets are not transmitted,
therefore they are not counted.

Unicast Packets

(Rx,/Tx)

The count of packets/bytes received and
transmitted by this port.

Non-Unicast
Packets (Rx/Tx)

Total Non-unicast packets received or
transmitted.

Excludes multicast packets, broadcast
packets, packets with FCS/CRC errors,

MTU exceeded errors, oversize packets,
and pause packets.

Packets/sec

(Rx/Tx)

The rate which packets are received or
transmitted.

Packet Drops (Rx)

Total Dropped Packets

Packets are dropped when a network
port's bandwidth is exceeded due to
oversubscription. Packets are dropped
when they reach the port but before
they are sent out.

Discards (Rx/Tx)

Total received and transmitted packets
discarded. This counter increments when a
packet is discarded at the tool port due to
egress port filter.

Discards are counted in the following
cases:

Traffic arriving at a network port that is
not logically connected using a map or
map passall.

Map rules applied on a network port.
In packets on a tool port.
Pause frames.

Errors (RX/TX)

Total Error Packets Received or Transmitted.

Error packets include undersize, FCS/CRC, MTU
exceeded, fragments, and oversize packets.

Excludes oversize packets without
FCS/CRC.

Packets larger than the MTU setting
arriving on a network port are counted
twice in the counter. So 1000 oversize
packets would show up as 2000. This
double-counting only happens with
Oversize error packets.

Utilization (Rx/Tx)

Percentage of port utilization by packets
received or transmitted

Port Groups

The Port Groups selection in the top navigation bar provides access to the All Port Groups
and GigaStream pages, for creating port groups and GigaStreams, respectively.
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All Port Groups

Selecting All Port Groups under Port Groups opens the Ports Group page by default. This
page is used to create a port group, which can simplify administration of GigaVUE ports.
Administrators can create groups of ports that can then be quickly assigned to different user
groups. With clustered ports potentially numbering into the hundreds, port groups provide
a useful shorthand when assigning multiple ports to different user groups. (To create user
groups, select Roles and User from the navigation pane, and refer to Managing Roles and
Users” in the GigaVUE Administration Guide for more details.) The following are the different
types of port groups:

« Network Port Group—contains only network ports.

» Tool Port Group—contains only tool ports or tool GigaStream, which is a combination of
multiple tool ports.

» Hybrid Port Group—contains only hybrid ports or hybrid GigaStream, which is a
combination of multiple hybrid ports.

« Circuit Port Group—contains only circuit ports or circuit GigaStream, which is a
combination of multiple circuit ports.

» Load Balancing Port Group—contains tool ports for load balancing. The maximum
number ports allowed for port load balancing is 16.

However, port groups that include GigaStream can only be used with GTP Overlap Flow
Sampling maps. For more information about GTP Flow Sampling, GTP Whitelisting and GTP
Overlap Flow Sampling maps, refer to GigaSMART GTP Whitelisting and GTP Flow Sampling.

GigaStreams

Selecting GigaStreams under Port Groups, opens the GigaStreams page. A GigaStream is a
bundle of multiple ports on a GigaVUE-OS node used for stacking, tool ports. The following
are the types of GigaStream you can create:

» Tool GigaStream—It is a bundle of multiple tool ports used as a single logical group.
This type of GigaStream as a single addressable destination, allowing you to overcome
tool port oversubscription issues.

« Hybrid GigaStream—It is a bundle of multiple hybrid ports that are combined into a
single logical group in all H Series nodes.

» Stack GigaStream—It is a bundle of multiple stack ports used as a single logical group.
Stack-links can use GigaStream to distribute data between multiple H Series nodes
operating in a cluster. With the number of 10Gb/40Gb/100Gb ports possible in a
GigaVUE HC Series chassis, using only one 10Gb port for a stack-link could cause a
serious bottleneck. A GigaStream dramatically increases the bandwidth available for
stack-link connections, letting you connect H Series nodes in a cluster and still take
advantage of the 10Cb port density.

« Circuit GigaStream—It is a bundle of multiple circuit ports that are combined into a
single logical group. The circuit ports send or receive traffic that is tagged with the
circuit ID.
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«» Controlled GigaStream

Controlled GigaStream provides more control of the traffic stream by specifying the
size of a hash table and allowing the assignment of hash IDs to the portsin a
GigaStream. This makes it possible to keep the hashing algorithm from reapplying the
algorithm to the ports if one of the ports in the GigaStream goes down.

For more detailed information about GigaStreams, refer to How to Use GigaStream

Port Pairs

A port-pair is a bidirectional connection in which traffic arriving on one port in the pair is
transmitted out the other (and vice-versa) as a passthrough TAP. Keep in mind the following

rules and notes for port-pairs:

= You can configure whether a port-pair uses link status propagation. Link port
propagation does the following:
o Enabled—when one port in the pair goes down, the other port goes down.
o Disabled—when one port in the pair goes down, the other port is unaffected.

» Port-pairs can be established between ports using different speeds. For example, from
a 100Mb port to a 1Gb port. However, the system will warn you when creating such port-
pairs. Depending on traffic volume, port-pairs between ports using different speeds can
cause packet loss when going from a faster port to a slower port. For example, going
from 1Gb to T0O0OMb, from 10Gb to 1Gb, and so on.

To configure a port pair, do the following:
1. Select Ports > Port Pairs.
2. Click New.
3. On the Port Pair page, do the following:
a. (Optional) Type an alias in the Alias field to help identify this port pair.
b. (Optional) Type a description in the Description field.
c. Click in the First Port field and select a network port.

Click in the Second Port field and select another network port.

o

e. (Optional) Enable Link Failure Propagation.

Port pairs can operate with or without line failure propagation (LFP) as follows:
With LFP enabled, link failure on one of the ports in the port pair automatically
brings down the opposite side of the port pair.

With LFP disabled, the opposite port is not brought down automatically.
Note: A port pair created on a copper TAP has LFP enabled by default.

4. Click Save.
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Tool Mirrors

In addition to maps, the GigaVUE-OS also includes a special Tool Mirror packet distribution
feature. A Tool Mirror can be used to send all packets on one tool port to another tool port
(or multiple tool ports) or GigaStream on the same box. Tool Mirrors can still be applied to
network ports even if they are already in use with an existing connection or map. Use tool-
mirror connections between tool ports/GigaStreams on the same node, cross-box tool-
mirror connections are not supported.

Tool-mirror can be created from:

» Tool port to tool port or ports on the same node.
» Tool port to GigaStream or GigaStreams on the same node.
The destination for a tool-mirror must always be either a tool port or a GigaStream.

. Tool Mirrors can cross line cards/modules - they can start on one line card and end on
another in the same node. However, they cannot cross nodes in a cluster. On
GigaVUE-HC2, tool-mirrors can exist between ports on separate modules on the same
node.

« Tool Mirrors on GigaVUE-HCI1 can be created on tool ports or GigaStream ports.
« Tool Mirrors are not allowed from Tool GigaStream to tool port.
« Tool Mirrors are not supported on tool ports with copper SFPs installed.

Create Tool Mirror

To create a Tool Mirror, do the following:
1. Select Ports > Tool Mirrors.
The Tool Mirrors page displays a list of the currently configured Tool Mirrors.
2. Click New.
The Tool Mirror configuration page appears.
3. Configure the Tool Mirror:
a. Enter an alias in the Alias field.
b. (Optional) Enter a description in the Description field.

c. Click in the Source Tool Ports field and select the source tool ports for this tool
mirror.

d. Click in the Mirror Destination Ports field and select the destination tool ports for
this tool mirror.

4. Click Save.
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Edit Tool Mirror Description
Description in the Tool Mirror configuration is optional. However, you can add description at
any time, or edit the existing description. To add or edit description, do the following:

1. Select Ports > Tool Mirrors. The Tool Mirrors page displays a list of the currently
configured Tool Mirrors.

2. Select a Tool Mirror in the list of Tool Ports, and then click New.

Enter or change a description in the Description field. (You cannot make any other
changes to the Tool Mirror.)

4. Click Save.

Clone Tool Mirror

In some cases, you may want to create a Tool Mirror that is similar to an existing one. To do
this use the Clone feature.

1. Select Ports > Tool Mirrors.

2. Select the Tool Mirror that you want to copy, and the click Clone.
3. Enter a new alias in the Alias field.
4. (Optional) Add or update Description in the Description field.
5. Make change to the Source Tool Ports and Destination Tool Ports as needed.
6. Click Save.
Stack Links

Use stack-links to connect multiple GigaVUE nodes in a unified cluster. The stack-links carry
traffic entering one system and bound for another via a map. Stack management traffic

uses its own dedicated network connections through the Stacking ports on the Control
Cards.

You can construct stack-links either out of single stack ports or a stack GigaStream.
However, because of the incredible 10Gb port density offered by the GigaVUE HC Series,
using only one 10Gb port for a stack connection could cause a serious bottleneck.

NOTE: Packet loss may be seen on stack links when traffic exceeds 95% of the line
rate. This is because each packet has a 16 bytes higig header added to it, which
reduces the throughput.

A stack GigaStream dramatically increases the bandwidth available for stack connections,
letting you connect GigaVUE nodes in a cluster and still take advantage of the 10Gb port
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density. Alternatively, nodes with 40Gb or 100Gb ports can take advantage of their high
bandwidth for stack-links. (For more details about clustering, refer to the GigaVUE-OS CLI
Reference Guide.)

Stack links are supported at speeds of 10Gb, 40Gb, and 100Gb. Refer to the Hardware
Installation Guide for each GigaVUE node for information on stack link support.

Stacking is not supported on GigaVUE-TA40O0 in 5.14 release.

When using stack GigaStream for stack links, you must create a stack GigaStream on each
side of the stack link and each must consist of the same number of ports running at the
same speed.
To create a stack link, do the following:

1. Select Ports > Stack Links.
Click New.

Enter an alias for the stack link in the Alias field.

INEENEN

Select the Type for this stack link.

o Stack Ports specifies that the stack link is between two ports.
o Stack GigaStream specifies that the stack link is between GigaStream.

5. In the First Member and Second Member fields, select the ports or GigaStream for the
stack link, depending on the type selected in Step 4

6. Click Save.

IP Interfaces

You can configure IP interface in the control card. All the control operations such as the
gateway resolution, tunnel health check, and NetFlow exporter SNMP requests are handled
in the control card. Similarly, the ARP/NDP timer configuration is also moved to the control
card. You can associate an IP interface with multiple GigaSMART groups that are created
either in the same node or in another node that resides in the same cluster. Moreover, you
can associate multiple GigaSMART engines to a GigaSMART group. You can also associate
NetFlow exporters to the IP interface.

About IP Interface Centralization

A tunnel that originates from a node in a cluster can terminate on a remote port in another
cluster. Also, a tunnel can have multiple termination points. You can associate the IP
interface with multiple GigaSMART groups that are created either in the same node or in
another node that resides in the same cluster. Moreover, you can associate multiple
GigaSMART engines to a GigaSMART group.

The following figure illustrates the tunnel centralization feature.
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Figure 11 Tunnel Centralization
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In this example, a GigaVUE-HC2, GigaVUE-HC3, and GigaVUE-TA nodes reside in cluster A. In
GigaVUE-HC2, GigaSMART engines 1 and 2 are associated with the GigaSMART group 1.
Similarly, in GigaVUE-HC3, GigaSMART engines 3 and 4 are associated with GigaSMART
group 2. An IP interface with alias 1_1_g1 is configured with a tool port in GigaVUE-TA. Both
the GigaSMART groups, 1 and 2 are associated with the IP interface. The IP interface 1_1_gl is
the originating point for the tunnel, where encapsulation happens.

Now, let us look at the termination point of the tunnel. The GigaVUE-HC1 and GigaVUE-HC2
nodes reside in cluster B. In GigaVUE-HC2, the GigaSMART engine 5 is associated with
GigaSMART group 3 and in GigaVUE-HC], the GigaSMART engines 6 and 7 are associated
with GigaSMART group 3. An IP interface with alias 1_1_g2 is configured with a network port
in GigaVUE-HC2. Both the GigaSMART groups, 3 and 4 are associated with the IP interface.
The IP interface 1_1_g2 is the termination point for the tunnel, where decapsulation happens.
Thus the tunnel terminates on a remote port in another cluster.

NoTE: Do Not attempt to configure with IP /Tunnel Interface and GigaVUE-FM
Management Interface in the same subnet. As per routing functionality this is not a
valid configuration.

Upgrade from Release 5.4.xx

When you upgrade from release 5.4.xx to either 5.5.xx or 5.6.xx, the tunnel ports that were
configured prior to the upgrade will be converted to IP interface. The IP interfaces that are
converted during the upgrade will have a standard naming convention, “giga_auto_tunnel_
<bid>_<sid>_<pid>", where bid is the box ID, sid is the slot ID, and pid is the port ID.

For example, the tunnel port, 1/1/g1 will be converted to IP interface with the alias, “giga_
auto_tunnel_1_1_g1".

Moreover, the ARP/NDP timer settings will be moved from GigaSMART to control card. The
ARP/NDP timer value is 3-30 seconds. If you had configured the ARP/NDP timer settings for
more than 30 seconds, it will be decreased to 30 seconds after the upgrade.
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Configure IP Interface

Before you configure an IP interface, you must:

« Configure a network and a tool port.

« Create a GigaSMART group and NetFlow exporter.

NOTE: You can associate multiple GigaSMART engines to a GigaSMART group.

To create an |IP interface associated with a network port, do the following:

1.  On the left navigation pane, click g, and then select Physical > Nodes. Select the
node for which you want to configure the IP interface.

2. From the left navigation pane, go to Ports > IP Interfaces.

In the IP Interfaces page, click New. The |IP Interface page opens.

The following table provides a description of the fields on the IP Interfaces page.

Field Description

Type Tool port address type. Options: IPv4 and IPv6
IP Address Specify the IP address for the IP interface.
IP Mask Specify the IP Mask for the IP interface using the format: 255.255.255.255.
NoTE: For IPv6 interface configured on Generation 3 GigaSMART card
(SMT-HC1-S), prefix length of 128 is not supported.
Gateway Specify the IP address of the Gateway for the IP interface.
MTU Specify the MTU for the IP interface (100 - 9600 bytes).
The MTU for ports is fixed at 9600 for all network/tool ports on the following
platforms:
o GigaVUE-TAI10, GigaVUE-TA4O.
o Certified Traffic Aggregation White Box
The MTU is fixed at 9400 for all network/tool ports on the following platforms:
» GigaVUE-HC2 and GigaVUE-HC2 equipped with Control Card version 2
(HC2 CCv2)
« GigaVUE-HCI
» GigaVUE-HC3
=  GigaVUE-TA25, GigaVUE-TA100, GigaVUE-TA100-CXP, GigaVUE-TA200
RECOMMENDATION: Set the MTU to 9400 on all platforms.
GS Group Use the drop-down menu to assign decapsulation for this IP interface to one

of the configured GS Groups.
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4. In the Alias and Description fields, enter a name and description for the IP interface.

5. From the Ports drop-down list, select the tool or the network port that you had
configured.

a. Inthe Port field, start by using the Box ID and Slot ID fields to select the line card
with the port you want to use for the tunnel.

b. From the list of available ports, selected the network port. You can select a
maximum of one port.
6. Enter the IP Address, IP Mask, Gateway, and MTU for the IP interface.
You can specify the subnet mask using either of the following formats:

o nhetmask — For example, 255.255.255.248
o mask length — For example, /29

7. From the GS Groups drop-down list, select the GigaSMART groups that you have
Created.

NOTE: You can associate multiple GigaSMART groups to the IP interface.

8. From the Exporters drop-down list, select the NetFlow exports that you have created.

9. Click OK to create the IP interface associated with a network or tool port and add it to
the list of currently configured IP interfaces.

Circuit Tunnels

Circuit tunnels are used to route traffic between two clusters. The traffic is tapped and sent
through network ports on the TAP landing nodes in a cluster. Based on the flow map
configuration, traffic is filtered at the TAP landing nodes and sent to the circuit ports. The
circuit ports encapsulate the traffic with a Circuit ID and routes the encapsulated traffic
through a circuit tunnel. At the receiving end, the traffic is decapsulated and sent to the tool
ports. The circuit tunnels are bidirectional. For more information about circuit tunnels, refer
to About Circuit-ID Tunnels.

Port Discovery

This section describes port discovery for the GigaVUE HC Series, providing information about
discovery protocols and how to enable discovery through GigaVUE-FM. For details refer to
the following:

« Port Discovery with LLDP and CDP

« Enable Port Discovery

« Port Discovery Support
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Port Discovery with LLDP and CDP

The GigaVUE H Series is capable of snooping Link Layer Discovery Protocol (LLDP) packets
and Cisco Discovery Protocol (CDP) packets. If the devices in your network use either of
these protocols, a GigaVUE H Series node can identify its immediate neighbors and their
capabilities. Snooped LLDP and CDP information includes the remote port and chassis IDs,
as well as other selected information, if it is included by the sender. This information can be
used to determine the origin of traffic flows.

All GigaVUE HC Series and TA Series nodes support LLDP and CDP port discovery,

LLDP and CDP are physical topology discovery protocols (Layer 2). The protocols are
unidirectional. Devices send their identity and capabilities in a packet. The GigaVUE H Series
node receives the packet and extracts information from it, such as the chassis ID and port ID
of a neighbor. The information from the neighbors varies depending on what is sent in the
packet.

An LLDP packet supports the following capabilities in a type-length-value (TLV) structure.
The first four capabilities are mandatory.

« Chassis ID

« PortiID

« Time-to-Live (TTL)

« EndofTLVs

« Port description

«  System name

» System description

« System capabilities available

« System capabilities enabled

«  VLAN name

» Management address

« Port VLAN ID

« Management VLAN ID

« Link Aggregation port ID

« Link Aggregation status

«  Maximum Transmission Unit (MTU)

A CDP packet supports the following capabilities in a TLV structure:
« Device ID
« PortID
» Platform
» Software version
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« Native VLAN ID

« Capabilities

» Network prefix address
» Network prefix mask

« Interface address

« Management address

The LLDP/CDP discovery packets are copied and parsed by the GigaVUE H Series node, and
the neighbor information is cached. Discovery packets are not terminated on the GigaVUE
H Series node, nor are they removed from the ingress data stream.

Notes:

« Port discovery can be enabled on network, tool, and circuit type ports.

. Use port discovery on ports fed by SPAN ports or aggregators with caution. LLDP/CDP
information received from a SPAN port may be misleading, depending on how it is
configured. When a large range of ports are SPANed, different and conflicting
LLDP/CDP information may be received. LLDP/CDP is best used on TAPed network
interfaces.

Enable Port Discovery

Port discovery is disabled by default. It can be enabled on network, tool, and circuit type
ports.

NoTE: The ports do not have to be included in a map.

1. Select Ports > All Ports.

2. On the Ports page, click on the Port ID of the port on which you want to enable port
discovery.

The Quick View window displays for the port ID.
3. Select Edit from the top right corner of the Quick View Window.
4. To enable ports discovery do the following under Ports Discovery:
a. Select Enable
b. For Discovery Protocols, select one of the following: All, LLDP, or CDP.

Enable Port DiscoveryFigure shows ports discovery enabled using the LLDP protocol
for the port 1/2/x1.

5. Click Save.
Limits of Discovery Information

The following are limits on the amount of discovery information that is retained:
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« For each port, discovery information for a minimum of two neighbors and a maximum
of 20 neighbors is retained.

« For a chassis, discovery information for a maximum of 2K neighbors is retained.

Neighbor information will be removed or replaced as follows:

=  when the neighbor information expires due to the TTL

«  when the number of neighbors for the chassis reaches the 2K maximum and a new
neighbor is discovered. In this case, the following can occur:

o if there are currently two or more discovered neighbors for a port, the newly
discovered neighbor will replace the neighbor information for the least recently
updated neighbor

o ifthere are currently less than two discovered neighbors for a port, the newly
discovered neighbor will be added (actually exceeding the 2K limit in order to
guarantee a minimum of two neighbors per port)

NoOTE: Aging (the discovery protocol time-to-live) determines how long neighbor
information is valid.

Port Discovery Support

This section describes port discovery for a cluster and port discovery for SNMP.

Port Discovery for a Cluster

LLDP and CDP discovery can be enabled on any network, tool, or circuit ports in a cluster.
The discovery information will be aggregated and available on the cluster leader.

Port Discovery Supported for SNMP

The information from LLDP discovery is supported in the standard MIB and can be retrieved
with SNMP Get.

The name of the MIB file that needs to be loaded in order to poll the LLDP information with
SNMP is as follows:

« LLDP-MIB

The information from CDP discovery is supported in Cisco private MIBs and can be retrieved
with SNMP Get.

The names of the Cisco MIB files that need to be loaded in order to poll the CDP information
with SNMP are as follows:

« CISCO-CDP-MIB

« CISCO-SMI
« CISCO-SMI-MIB
« CISCO-TC
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« CISCO-TC-MIB
= CISCO-VTP-MIB

Ingress and Egress VLAN

This section describes ingress port VLAN tagging and egress port VLAN stripping. Refer to
the following sections for details:

« About Ingress Port VLAN Tagging
o Ingress Port VLAN Tagging
o Adding VLAN Tags
o Deleting VLAN Tags
« Using VLAN Tags in Maps
= Ingress Port VLAN Tag Limitations
o Second Level Maps
o Double-Tagged Packets
o IP Interfaces
« Configure Egress Port VLAN Stripping
o Enable Egress Port VLAN Stripping
o Disable Egress Port VLAN Stripping
o Display Egress Port VLAN Stripping
« Egress Port VLAN Stripping Limitations
« How to Use Both Ingress Tagging and Egress Stripping

About Ingress Port VLAN Tagging

You can add VLAN tags to ingress packets on a per-port basis. You manually associate VLAN
IDs with specific ports of type network, inline-network, or hybrid or hybrid GigaStream.

Use VLAN tags to identify, differentiate, or track incoming sources of traffic. When the traffic
reaches the tools or the maps, you can filter on the VLAN tags for the corresponding ports
you want to measure.

Ingress port VLAN tagging is supported for IPv4 and IPv6 packet types, including non-
tagged packets, tagged packets, and Q-in-Q packets. Ingress port VLAN tagging is not
supported on network ports that are connected via port-pairs.

Each port can only have one VLAN tag. The same VLAN tag can be assigned to multiple
network ports or hybrid ports or to both ports in an inline network port pair. For details on
VLAN tagging for inline network groups, refer to Configurable VLAN Tagging.

VLAN tagging is supported in a cluster.
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Refer to Figure 12Using Ingress Port VLAN Tagging for an example. In the example, traffic
from San Jose is tagged with VLAN 1001 and traffic from San Francisco is tagged with VLAN

1002.

Ingress-vlan-tag Packets tagged
1001 1001 or 1002
San Jose . Map Rule Tool 1 (VoIP)
. presssssedlll VT e ———— Tool 2 (IDS)
San Franmsco' Map Rule
---------------------- Map Rule |kttt Tool 3 (CEM)
Ingress-ylan-tag
1002 Tool 4 (Web)
Tool 5 (SQL)
------------- Tool 6 (Recorder)
Ingress Configurable Egress
Ports Hardware Based Ports
Rules
Boundto Ingress
Ports

Figure 12 Using Ingress Port VLAN Tagging
Ingress Port VLAN Tagging

The port type must be a network or hybrid or inline network type of port. Each network port
can only have one VLAN tag. Once a VLAN tag is configured, it can be modified by overriding
the existing one with a new VLAN ID.

The VLAN ID is specified in the VLANTag field of the port configuration page for an network
or inline network port. The value of the VLAN ID is specified as a number between 2 and

4000.
Adding VLAN Tags

To add/modify VLAN tags, follow these steps:
1. From the left navigation pane, go to System > Ports > All Ports.

2. Click on the Port ID. Ensure that this Port ID is set as a network port. The Quick View
window for the Port ID displays.

3. Select Edit from the top right corner of the Quick View Window.
4. Add the VLAN ID to the parameter field VLAN Tag and click Save.
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Allas:

“ Parameters

Admin: ¥ Enable

Type: Network v
Speed: 10G v
Duplex:  ®fyll O Half
Auto Negotlation: [ Enable
VLAN Tag:
Force Link Up: O enable
Timestamp: = Append Ingrass

' Strip Egress

' Source ID Egress  1-65535
Figure 13 Port-ID Configuration

Deleting VLAN Tags

Once a VLAN tag is configured, it can be deleted by removing the value from the VLAN Tag
field and saving the port configuration.

Using VLAN Tags in Maps

Ingress port VLAN tags are supported in first level maps, including the following:

= Map

=  mMap-passall

= Mmap-scollector

« GigaSMART operation (gsop-enabled) maps

For example, if the traffic from network port 2/1/g3, (which has VLAN tag 1001 configured), is
forwarded to tool port 2/1/g4. The traffic at tool port 2/1/g4 will have the added VLAN tag 1001.
(Even though the VLAN tag is configured on the network port, it is added when the traffic
exits the tool port.)

NoTE: Traffic from a network port will not match a map rule that filters on a VLAN tag
configured on the network port.

Ingress Port VLAN Tag Limitations

The following sections describe limitations of ingress port VLAN tagging:

» Second Level Maps
» Double-Tagged Packets
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« [P Interfaces

Second Level Maps

VLAN tagging is not supported for second level maps, which are maps from a virtual port
(vport).

For tagged network ports, if the ingress traffic is going to a second level map, the packets
will not be tagged at the egress ports of the second level map. This is a limitation of
GigaSMART operations using maps with vports.

Double-Tagged Packets

If incoming packets already have two VLAN tags, such as with Q-in-Q, the addition of a third
VLAN tag can cause problems with the following:

. Layer 3/Layer 4 filtering
» GigaStream hashing (all packets may be sent to only one tool port)

IP Interfaces

For IP interfaces, a VLAN tag added at the network port of the encapsulation path (n1in
Figure 14 IP Interfaces) will become part of the payload going to the decapsulation path. But
a VLAN tag added at the network port of the decapsulation path (n2 in Figure 14 IP
Interfaces) will be available at the end tool port for filtering (t2 in Figure 14 IP Interfaces).

Refer to Figure 14 IP Interfaces. VLAN tag (vlanl) added at the encap network port (n1) is
encapsulated in the tunnel payload and cannot be used for filtering at the decap side. VLAN
tag (vlan2) added at the decap network port (n2) can be used in a filter rule to send packets
to tool port (t2).

ancap decap

il | n2
viani vianz2

tunnel
Bnc_ap \.I'l-E

tunnel pa

Figure 14 |P Interfaces
Configure Egress Port VLAN Stripping

You can enable or disable outer VLAN stripping on specified egress ports. The port type
must be tool or hybrid.
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Use egress port VLAN stripping to strip an outer VLAN tag without using a GigaSMART
stripping operation.

Enable Egress Port VLAN Stripping

To enable egress port VLAN stripping:
1. Select a tool or hybrid port on the Ports page.
2. Click Edit.

3. Under Parameters, for Egress Vlan Tag, select Strip. Refer to Figure 15Select Strip
Egress Vlan Tag.

Admin ¥ Enable
Type Tool
Speed

Duplex ® Full Half

Auto Negotiation  Enable

Egress Vlan Tag None ® Strip

Force Link up - Enable

Figure 15 Select Strip Egress Vian Tag
4. Click OK.
Disable Egress Port VLAN Stripping
Once egress port VLAN stripping is enabled, it can be disabled. In Figure 15Select Strip
Egress Vlan Tag, for Egress Vlan Tag, select None.

Display Egress Port VLAN Stripping

To display egress port VLAN stripping configuration:
1. Double-click a tool or hybrid port on the Ports page.

2. View the configuration under Port Info.
Egress Port VLAN Stripping Limitations

The following are limitations of egress port VLAN stripping:
= Enabling both ingress port VLAN tagging and egress port VLAN stripping on the same
port is not supported.
» Egress port VLAN stripping does not support inline tool ports or stack ports.

« Ifaportis configured for egress port VLAN stripping, configuring a port filter with either
pass or drop VLAN rules is not recommended.
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How to Use Both Ingress Tagging and Egress Stripping

When ingress port VLAN tagging is enabled on a network port and egress port VLAN
stripping is enabled on a tool port on the same GigaVUE node, refer to the Table 5: VLAN
Stripping Table:

Table 5: VLAN Stripping Table

Tool > Stripping Enabled Stripping Disabled
Network Untagged Single Double Untagged Single Tag Double Tag
Tag Tag
Ingress None None Customer Ingress VLAN | Ingress VLAN | Ingress VLAN tag +
VLAN tag VLAN tag tag tag + Customer VLAN tag
enabled Customer + Service VLAN tag
VLAN tag
Ingress None None Customer None Customer Service VLAN tag
VLAN tag VLAN tag VLAN tag
disabled
NOTES:

« Theinner VLAN tag is classified as the Customer VLAN tag (ethertype 0x8100)

« The outer VLAN tag is classified as the Service VLAN tag (ethertype 0x8100, Ox88A8, or
0x9100)

How to Use GigaStream
This section describes how to create and manage GigaStream. A GigaStream groups
multiple ports into a logical bundle. Refer to the following sections for details:

« About GigaStream

« Regular GigaStream

« Controlled GigaStream

» Advanced Hashing

»  Weighted GigaStream

» GigaStream Rules and Maximums

About GigaStream

There are two types of GigaStream: regular GigaStream and controlled GigaStream. Both
types of GigaStream bundle multiple ports to provide logical bandwidth. Packets arriving
through network ports are processed with various map rules and then directed to ports. All
traffic streams destined to a GigaStream are hashed among the bundled ports.
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Regular GigaStream groups multiple ports running at the same speed into a single logical
bundle called a GigaStream. Regular GigaStream can be used as either a packet egress
destination (tool GigaStream) or as a stack-link between two GigaVUE-OS nodes operating
in a cluster (stack GigaStream).

NoTE: The existing tool and stack GigaStream are now referred to as regular
GigaStream. The term GigaStream is used when something applies to both types

For details on regular GigaStream, refer to Regular GigaStream.

Controlled GigaStream provides GigaStream controlled traffic distribution. Controlled
GigaStream samples traffic based on hash settings and helps to ensure that traffic sent to
each tool is within the capacity of the tool.

For details on controlled GigaStream, refer to Controlled GigaStream.

Controlled GigaStream provides greater flexibility in allocating the bandwidth assigned to
tools within the GigaStream. Regular GigaStream assumes that each tool in the GigaStream
is sent an equal fraction of the traffic. Controlled GigaStream allows different tools to be sent
different fractions of the traffic.

Regular GigaStream and controlled GigaStream differ in the following ways:

« how traffic is distributed based on hashing
« how traffic fails over when a port goes down
« how the configuration can be edited, such as adding ports on the fly

Regular GigaStream

Regular GigaStream can be used as either a packet egress destination (tool GigaStream) or
as a stack-link between two GigaVUE-OS nodes operating in a cluster (stack GigaStream).

All ports in a GigaStream must be running the same speed, such as 10Gb or 40Gb, and must
use the same port type, either tool or stack. All ports in a GigaStream can be on different
modules of the same GigaVUE-HC2 or GigaVUE-HC3 node.

With regular GigaStream, the hashing is computed based on traffic. Incoming packets
arriving through network ports are processed with various map rules and then directed to
ports. The result of the hash distributes traffic equally across the GigaStream members.
Refer to Figure 16Regular GigaStream Overview.
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Figure 16 Regular GigaStream Overview

With the advanced hashing mode, the hash is a result of multiple parameters such as source
MAC address, destination MAC address, source |P address, destination IP address, protocol,
or other criteria. The hashing algorithm determines the destination tool port for a particular
packet. All packets matching a particular set of hashing criteria will be sent to the same port.
Sessions are maintained within a stream.

For example, a regular tool GigaStream is configured with ports x1 to x4. The hash table of
size 4 is evenly divided among the 4 ports, and the traffic is distributed accordingly. For
more information on how traffic is distributed with regular GigaStream, refer to Traffic
Distribution Across Controlled GigaStream.

Regular Tool GigaStream

A regular tool GigaStream can be used as a single addressable destination, allowing you to
overcome tool port oversubscription issues.

NOTE: A regular tool GigaStream can consist of tool ports or hybrid ports.

Refer to Figure 17Regular Tool GigaStream lllustrated.
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Figure 17 Regular Tool GigaStream lllustrated

Regular Stack GigaStream

A regular stack GigaStream can use stack-links to distribute data between GigaVUE-OS
nodes operating in a cluster. With the terabits of throughput possible in a GigaVUE HC
Series node, using only one 10Gb port for a stack-link could cause a bottleneck. A regular

stack GigaStream dramatically increases the bandwidth available for stack-link connections,
providing greater flexibility and throughput within a cluster.

Refer to Figure 18Regular Stack GigaStream lllustrated.

(RTINS,
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Figure 18 Regular Stack GigaStream Illustrated
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Configure Regular GigaStream

All ports combined in a GigaStream must be running at the same speed, using the same
port types. Port speeds less than T000Mb are not supported.

Also, refer to Advanced Hashing for optional advanced hashing settings and Weighted
GigaStream for optional weighting settings.

Before you configure a regular GigaStream, ensure that you have configured the required
ports—tool, hybrid, stack, or Circuit. For information about configuring a port, refer to
Configure Ports.

To configure a regular GigaStream:

1.  On the left navigation pane, click g and then select Physical > Nodes.

2. In the Physical Nodes page, click the required cluster ID for which you want to
configure a regular GigaStream.

3. On the left-navigation pane, go to Ports > Port Groups > GigaStream™.
4. Click New. The GigaStream™ page appears.

5. Inthe Alias and Description fields, enter the name and description of the regular
GigaStream that you want to configure.

6. Select the type of GigaStream that you want to configure. For example, if you want to
configure a regular tool GigaStream, select Tool GigaStream.

7. From the Ports drop-down list, select the ports that you have configured. For example,
select the required hybrid ports to configure a regular hybrid GigaStream.

8. From the Weighting drop-down list, select one of the following options:

o Equal—Traffic is distributed equally to all the ports in the regular GigaStream.

o Relative—Traffic is distributed to the ports in the regular GigaStream based on the
relative weight or ratio assigned to the respective ports. The valid range is 1-256.

o Percentage—Traffic is distributed to the ports in the regular GigaStream based on
the percentage assigned to the respective ports. The valid range is 1-100.

If you select Relative or Percentage as the weighting option, enter the hash weights

for the ports that appear in the table below the Weighting drop-down list.

9. Inthe Drop Weight field, enter the relative weight to drop the traffic. For example, if
you enter 2 in this field, 2% of the total traffic entering the regular GigaStream will be
dropped.

NoTE: The Weighting and the Drop Weight fields are not available when you
configure a regular stack GigaStream.
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For example, you want to send only 25% of the traffic to a tool group with four tool
ports, 1/1/cl..c4. Depending on the Weighting option you choose, enter the hash
weights as follows:

Relative—Enter the hash weights for the ports as 1 for 1/1/cl..c4 and Drop

Weight as 12. This means that the traffic, 1/16 goes to tool port 1/1/c1, 1/16 goes to
tool port 1/1/c2, and so on. 12/16 traffic gets dropped.

Percentage—Enter the hash weights for the ports in percentage. 6% for 1/1/cl..c4
and Drop Weight as 76%. This means that 6% of the traffic goes to tool port 1/1/c1,
6% goes to tool port 1/1/c2, and so on. 76% of the traffic gets dropped.

10. Click OK to save the configuration.

The configured regular GigaStream appears in the table in the GigaStream™ page.
Edit Regular GigaStream
Starting with software version 5.4, GigaSMART provides support for editing a regular

GigaStream. You now have the benefit of adding and deleting tool ports from GigaStreams
without the need to recreate the GigaStream with a new map.

Support is available to edit Tool and Hybrid GigaStream'’s attached to the following maps
types:
1. Level one GS map

2. 2nd level GS map (includes GTP overlap sampling maps)

3. Regular map (including port mirroring, collector, etc.)

NoTE: Regular GigaStream and controlled GigaStream are interchangeable. You can
change the type of GigaStream from regular to controlled in real-time.

To edit a regular tool GigaStream attached to a map:
1. Select Ports > Port Groups > GigaStreams.
2. Select a GigaStream and click Edit to open the GigaStream configuration page.

Click in the Ports field and Change, Add or Delete tool ports associated with the
GigaStream as needed.

4, Click OK.
Edit Regular Stack GigaStream

You can edit regular stack GigaStreams that are configured on either sides of a stack link.
When a stack GigaStream is attached to a map, you can directly add or delete stack ports
from the stack GigaStream.

To edit a regular stack GigaStream:
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1.  On the left navigation pane, click g, and then select Physical > Nodes.In the
Physical Nodes page, click the required cluster ID.

2. On the left-navigation pane, go to System>Ports > Stack Links. The Stack Links page
appears.

3. Select the alias of the stack link that is grouped in the stack GigaStream that you want
to modify, and then click Edit. The Stack Link page appears.

4. From the Ports drop-down list, add or delete the required stack ports, and then click
OK.

Traffic Distribution Across Regular GigaStream

All the traffic streams destined to the GigaStream are distributed among the bundled ports
based on hashing, as defined in the advanced hash settings or Weighted GigaStream, as
defined in the Weighting field.

The hash is performed across multiple fields, such as IP address, port number, protocol, MAC
address, and other criteria. The best practice is to include both the source and destination
fields, such as source IP address and destination IP address, within the advanced hash
settings. Because the hash calculation is symmmetrical with respect to source and destination
addresses, all packets belonging to the same session will be sent to the same tool.

For more information on hashing, refer to Advanced Hashing.

The GigaVUE-OS nodes distribute traffic between the ports in a regular GigaStream using
one of the following criteria:

« The criteria configured using the Advanced Hash Setting page for the selected line card
or chassis. (Click Advanced Hash Setting on the GigaStream page to open the
Advance Hash Setting.) Because traffic is hashed across member ports rather than
divided evenly, the bandwidth available for a regular GigaStream is not a straight
multiple of the number of ports in the bundle — some flows will use more bandwidth
than others.

NoTE: The GigaVUE HC Series node tries to distribute incoming traffic evenly
across all tool ports in the GigaStream. However, live network traffic is often
unpredictable, including bursty periods for certain sessions. Because of this, the
distribution patterns described are not ironclad — variations in traffic will result
in variations in distribution.

The distribution described in this section applies to GigaVUE-HC2 and GigaVUE-HC3
modules, GigaVUE-HCI1 nodes, and GigaVUE TA Series nodes for regular tool
GigaStream and regular stack GigaStream.
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«  Weighting mode and hash weights assigned to the different ports in the regular
GigaStream. For more information about Weighted GigaStream, refer to Weighted
GigaStream.

Regular GigaStream Failover Protection—Resiliency

Regular GigaStream has built-in failover protection or resiliency. When there is a failover of a
port that is part of a regular GigaStream, the traffic is redistributed to the other tool ports
without disturbing the session continuity.

When a tool port goes down, the sessions allocated to the failed port are redistributed
among the remaining available ports. With the resiliency functionality, the redistribution of
traffic occurs without disturbing the session continuity of the active ports.

Recovery of a regular GigaStream is automatic. When a down link returns, the traffic will be
reassigned to their original ports automatically.

The resiliency functionality is supported on all GigaVUE HC Series, and TA Series nodes and
on Hybrid GigaStream, Tool GigaStream, Circuit GigaStream and Cluster GigaStream.

Add or Remove Port in Regular GigaStream

When a port is removed from a regular GigaStream, only the session allocated to that
particular port is redistributed to other available ports in the GigaStream.

When a new tool port is added to the regular GigaStream, the system does not rehash all
the sessions. Instead, a fraction of the hash values is moved from the original tools to the
new tool.

When you add a healthy port to a regular GigaStream, which has few ports that are in the
down state, the hash buckets of the down ports need to be assigned to the newly added
port. When the down ports resume after the failure, the hash buckets need not be
reassigned to the ports.

Add Down Port in GigaStream

When a down port is added to a regular GigaStream, no sessions are assigned to the new
port until the port is up. This prevents the session loss to any existing tools, when the port is
added to the GigaStream.

When the port becomes active, the sessions are allocated to the new port.
Remove Down Port in GigaStream

When a port goes down in a regular GigaStream, the sessions corresponding to the down
port are distributed to the remaining ports. When you remove the down port from the
GigaStream, then the hash values added from this port of the GigaStream becomes the

Traffic Filtering
Ports and GigaStreams 348



GigaVUE Fabric Management Guide

original values of other ports.
Controlled GigaStream

Controlled GigaStream provides controlled traffic distribution, which gives more granular
control over hashing to the tool ports.

All GigaVUE H Series and TA Series nodes support controlled GigaStream.
GigaVUE nodes with controlled GigaStream are supported in a cluster environment.

Controlled GigaStream can only be used as a packet egress destination (tool GigaStream).
All port speeds are supported.

With controlled GigaStream, the hashing is computed based on traffic. There is a
configurable number of hash buckets, from 1to 256. The hash size of a controlled
GigaStream specifies the number of logical tools the traffic will be distributed across. Refer
to Figure 19Controlled GigaStream Overview.

Incoming

\Lhash_size /

Figure 19 Controlled GigaStream Overview

Controlled GigaStream can manage network port bandwidth hashed to GigaStream tool
ports. For example, if there is 10Gb of distributed traffic coming in on network ports directed
to a GigaStream, and the tools connected to each tool port of the GigaStream can handle
only 2Gb of bandwidth, the GigaStream can distribute the streams to 5 tool GigaStream
ports. The ingress bandwidth divided by the number of tools determines the number of
hash buckets.

Not all hash buckets need to be mapped to ports. In Figure 19Controlled GigaStream
Overview, four buckets are mapped to ports, while the remaining buckets are black holed.
This provides a form of sampling, that is, only a sample of traffic is sent to the tools.

To determine the best hash size to use for your monitoring needs, divide the maximum
bandwidth being sent to the tools by the bandwidth that can actually be consumed by the
tools. For example, if you have 150 Gb of traffic, but the tools can only process 3 Gb, the
recommended hash size is 150/3 = 50. To have completely even distribution across the logical
tools, round up to the nearest power of 2. In this example, round up a hash size to 64.
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When you have more bandwidth than the tools can process, you can use controlled
GigaStream to restrict the amount of traffic sent to each tool. The hash size is determined
by:

« the amount of traffic to be monitored, for example 300Gb

»  the maximum bandwidth of the monitoring tools, for example 2.5Gb

Then divide (300/2.5=120), and round up to a power of 2 (for example, 16, 32, 64, 128). In this
case, the hash size would be 128.

Another use for a controlled GigaStream is to increase the reliability of tool ports. For
example, a trunk size of 5 is configured on 4 ports with 1 hash bucket each, port x1 is
allocated or mapped to hash bucket ID 1, port x2 is mapped to hash bucket ID 2, port x3 is
mapped to hash bucket ID 3, and port x4 is mapped to hash bucket ID 4. Hash bucket ID 5 is
not mapped to a port. It can be reserved to be mapped to a port later. Until then, any traffic
hashed to bucket 5 will be black holed. Refer to Figure 20Controlled GigaStream Example.
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Figure 20 Controlled GigaStream Example

Generally, if there are only four tools available, with controlled GigaStream, a GigaStream
trunk size of 5 can be configured and allocated to the available four tool ports of the
GigaStream. The fifth tool port can be reserved and you can attach that port to the
GigaStream whenever it is needed. The existing traffic streams are not impacted.

GigaStream controlled traffic distribution provides enhanced control of traffic hashed across
the trunk ports as compared to regular GigaStream. The GigaStream trunk size is
configurable, and ports can be dynamically added and deleted.

To configure controlled GigaStream, there are two parameters needed as follows:

« the hashing trunk size, which defines the number of hash buckets to be configured. It
defines the maximum number of hash bucket IDs, from 1to 256.
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« the hash bucket ID, which specifies the mapping to ports. Each member of the trunk is
mapped to a hash bucket ID. Mapping a port to a hash bucket ID makes it part of a
GigaStream. The mapping to ports is static. When a port goes down, traffic is not re-
hashed to the remaining ports.

In general, a controlled GigaStream is defined with a hash size equal to the number of trunk
ports expected. Mapping a hash bucket ID to each trunk port will evenly distribute the traffic
among the ports.

A particular trunk member can be mapped to multiple hash bucket IDs. If one tool can
handle 4Gb, 2 hash bucket IDs can be mapped to that tool port. A trunk member that is
configured to two hash bucket IDs will be two times more likely to receive hashed traffic as
compared to a trunk member with one hash bucket ID. Thus, more traffic can be sent to the
higher capacity tools in the GigaStream.

NoTE: A hash bucket ID cannot be mapped to multiple ports.

For more information, refer to Traffic Distribution Across Controlled GigaStream.

Notes and Considerations for Controlled GigaStream

Refer to the following notes and considerations for controlled GigaStream:

» Controlled GigaStream can be used with a regular map, map-passall, or map-scollector.
« Controlled GigaStream supports tool ports, but not inline tools or inline tool groups.
« Controlled GigaStream does not support stack or hybrid port types.

« Controlled GigaStream does not support a GigaSMART operation (gsop), or the first and
second level maps associated with it.

«  The maximum hash size is 256 per trunk.

« All the tool ports participating in the GigaStream must be on the same node.
GigaStream can be created across GigaVUE-HC2 or GigaVUE-HC3 modules.

« All participating ports in the GigaStream must be running the same speed and must
use the same port type.

= A Controlled GigaStream checkbox is used on the GigaStream configuration page for
controlled GigaStream, enabling the prefix mode for specifying hash size and hash
bucket IDs.

» Before attaching a controlled GigaStream to a map, it should be configured with at
least one port.

« Controlled GigaStream can be modified on the fly, even after it is attached to a map.
Refer to Edit Regular GigaStream.

» Ifthe GigaStream is already attached to a map, the last mapped hash bucket ID cannot
be deleted. That is, do not delete all the ports from a controlled GigaStream.

Controlled GigaStream Configuration

To configure a controlled tool GigaStream, specify hash size and hash bucket ID.
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Following are the steps to configure Controlled GigaStream:
1. Use the Quick Port Editor to configure ports as type tool for the controlled GigaStream.

2. Select Ports > Port Groups > GigaStreams and click New to open the GigaStreams
configuration page.

3. Enter an name for the GigaStream in the Alias field. For example stream 2.

4. (Optional) Enter a comment in the Description field. For example, controlled
GigaStream.

For Type, select Tool GigaStream.
6. Select Controlled GigaStream. The Port field changes to Hash Size.
In the Hash Size field, specify a hash size value. The range is 1 through 256.

The hash size value determines the number of hash bucked IDs and ports available for
assigning to the GigaStream. For example, in Figure 21Controlled GigaStream with Five
Hash IDs and Port IDs, the Hash Size is set to 5 so the GigaStream page displays five
Hash IDs and five Port ID fields.

Allas  stream2
Comment

Type ® Tool GigaStream (O Hybrid GigaStream () Stack GigaStream

Controlled GlgaStream 2

Hash 5ize 5

Hash ID Port ID

1 -
2 -
3 -
4 -
5 -

Figure 21 Controlled GigaStream with Five Hash IDs and Port IDs

8. Assign ports to the hash bucket IDs by clicking in each Port ID field and selecting a
tool port.

The example in Figure 22Ports Assigned to Hash Bucket IDs assign tool ports to hash
buckets 1 though 4. Hash bucket 5 has no port assigned to it.
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Allas  stream2
Comment  controlled-gigastream
Type ® Tool GigaStream Hybrid GigaStream Stack GigaStream
Fall over 5tatus Enable '® Disable

Controlled Glgastream

Hash 5lze 5
Hash ID Port ID
1 1/4/%4 -
2 145 -
3 1117 -
4 1/1/x16 -
3 -

Figure 22 Ports Assigned to Hash Bucket IDs
9. Click Save.

After saving the controlled GigaStream, it appears on the GigaStreams page.

NoTE: For controlled GigaStream, the GigaStream page shows a Failover Status of
disabled. When a port goes down, traffic is not re-hashed. Refer to Failover and
Controlled GigaStream.

Edit Controlled GigaStream

A controlled GigaStream can be edited, even when the GigaStream is attached to a map.
Unlike regular GigaStream, you can make changes without deleting the map or the
GigaStream.

You have the control to map unused hash bucket IDs to any tool port dynamically, without
deleting the trunk. This modification of a tool port mapping to a hash bucket ID will not
affect the streams flowing on the hash bucket IDs that are mapped to other ports. In
addition, you can replace the mapping of any hash bucket ID to a port, dynamically.

If one of the GigaStream ports goes down, all the hash bucket IDs mapped to that port will
be black holed until they are re-mapped to a new port, or until the port comes back up. This
means that the packets sent to the remaining tools are unaffected.
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If one port is receiving a lesser amount of bandwidth, the traffic can be reallocated to it. For
example, if port x4 is underutilized, you have the control to reconfigure hash bucket ID 5 to
also map to port x4. Then port x4 receives all the traffic that is hashed to hash bucket IDs 4
and 5.

You also have the flexibility to change the size of the trunk anytime, but this will require
reprogramming of the whole hash table, so that might impact the existing streams.

Increasing the size of the trunk creates new hash buckets, which can be mapped to new or
existing GigaStream tool ports. You can increase the bucket size per GigaStream. For
example, if the bucket size is 4, you can increase it to 5.

If the size of the trunk has to be decreased, you have to take extra caution when releasing
the hash bucket IDs gracefully, since they are mapped to GigaStream tool ports.

If you decrease the bucket size, empty out the bucket by unmapping buckets to ports. Also,
do not reduce the hash size to less than the last occupied hash bucket ID.

NoTE: There is some packet drop associated with the following type of controlled
GigaStream editing:

«» adding a new port
» deleting an existing port
» changing the hash size

The Port Statistics page may display Discards in these cases, but not when additional
buckets are added to the same port, or when a port goes down.

Traffic Distribution Across Controlled GigaStream

Controlled GigaStream has N buckets (where N is from 1to 256) distributed across one or
more ports, logical or physical.

Controlled GigaStream uses advanced hashing with 1to 256 buckets. With controlled
GigaStream, you define the number of buckets first, unlike with regular GigaStream.

Controlled GigaStream can manage network port bandwidth hashed to GigaStream tool
ports. For example, if you are monitoring 500Gb traffic and have 10 tools, 50Gb per tool
would be required. But if the tools cannot handle 50Gb, packets will be lost randomly.

With controlled GigaStream, first determine how much traffic the tools can process. For
example, perhaps each tool can process 5Gb of traffic.

The formula is ingress bandwidth divided by tool capability. For example, 500Gb/5Gb =100
tools. But if you only have 10 tools, you create a controlled GigaStream of 100 logical tools or
100 logical hash buckets, and then map only 10 of them.
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Taking the number of buckets and dividing it by 100 tools (256/100 = 2.56) results in some
buckets of 3, some buckets of 2.

The recommendation is to round to an even divisor of 256 (2, 4, 8, 16, 32, 64, 128, or 256). In
this example, instead of using 100, use 128, so each bucket will be 2 (256/128 = 2).

Hash buckets IDs are mapped to ports as follows:

Buckets Ports

]

X1

2 X2

3 X3

4 X4

5 x5

6 X6

7 X7

8 x8

9 X9

10 x10

n unmapped
unmapped

128 unmapped

The hashing to the 10 connected tools captures the traffic associated with those sessions.

There are no tools associated with the remaining buckets, so that traffic is black holed.
Unlike regular GigaStream, you do not have to allocate ports to the remaining buckets.

Multiple buckets can be mapped to one physical port as follows:

Buckets Ports

]

X1

2

X1

3

x2
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Buckets Ports

-L\I
x
W

In this example, port x1 receives 5Gb of traffic, while ports x2 and x3 receive 2.5Gb each.

Note that the mapping does not have to be consecutive as follows:

Buckets Ports

2 X2
3 X3
4 X1

In this example, port x1 also receives 5Gb of traffic, while ports x2 and x3 receive 2.5Gb each.

Through the mapping of buckets to ports, you can control the overall distribution of traffic to
a given port.

Failover and Controlled GigaStream

Unlike the regular GigaStream, failover will not be triggered during a port down event. With
controlled GigaStream, there is no rehashing or redistribution of traffic. In other words, the
sessions flowing to other tool ports will not be disturbed and do not risk becoming
oversubscribed.

Controlled GigaStream maintains hashing. When a port goes down, traffic is not re-hashed,
but is black holed. Unlike with regular GigaStream, you do not need to enable Force Link Up
on ports in order to counteract the default failover protection.

Advanced Hashing

Both regular GigaStream and controlled GigaStream use advanced hashing, which lets you
select the criteria on which the hash is based, such as source and destination |P address,
source and destination MAC address, source and destination port, and protocol.

GigaVUE-OS nodes distribute traffic between the ports in a GigaStream based on the
hashing criteria configured using the Advanced Hash Settings page for the selected line
card or chassis. GigaStream hashing is applicable for the following port types:
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« Tool port
« Hybrid port
« Circuit port

To open the Advanced Hash Settings page, select Ports > Port Groups > GigaStream and
click Advanced Hash Settings. (For more details, refer to Advanced Hash Settings.) On the
GigaVUE nodes, GigaStream hashing is per chassis, not per line card.

The Advanced Hash Settings let you select the different packet criteria used to send
matching flows to the same destination port within a GigaStream.

By default, the GigaVUE HC Series node hashes traffic based on source and destination IP
addresses, |P protocol, and source and destination ports.

How to Change Advanced Hash Criteria

You can select the criteria for the advanced hash algorithm by using Advanced Hash
Settings. The advanced hash method you specify is used for all GigaStream in place on the
specified line card or chassis.

Advanced Hash Settings

The Advanced Hash Settings page is where criteria for the advanced hash algorithm is set.
To open the page, select Ports > Port Groups > GigaStream and click Advanced Hash
Settings.

The following table describes the fields in the Advanced Hashing Settings page.

Field Description

Box Identifies chassis to which the advanced algorithm will be
applied.
Slot Identifies the line card to which the advanced hash

algorithm will apply. Each line card in certain GigaVUE HC
Series nodes has its own individual advanced hash
algorithm.

On GigaVUE-HC1, GigaVUE-HC2, and GigaVUE-HC3,
GigaStream hashing is per chassis, not per line card. For
example, the slot field will only show ccl when configuring
an GigaVUE-HC2.

Default Sets the advanced hash algorithm to its default settings.
By default, the advanced hash algorithm includes
source/destination IPv4/IPv6 addresses and ports.

Custom Clears the field from the advanced has and allows you to
select specific own criteria.

Traffic Filtering
Ports and GigaStreams 357



GigaVUE Fabric Management Guide

Field Description

All

Selects all criteria.

None

Clears all fields from the advanced hash.

IPv4

This area of the page lets you select the following criteria:

e |Pv4 Source Address—Adds IPv4 source IP

IPv4 Destination Address—Adds IPv4 destination IP
IPv4 Protocol—Adds IPv4 protocol

IPv4 Source Port—Adds IPv4 source port

IPv4 Destination Port—Adds IPv4 destination port

IPv6

This area of the page lets you select the following criteria:

e |Pv6 Source Address—Adds IPv6 source IP

IPv6 Destination Address—Adds IPv6 destination IP
IPv6 Next Header—Adds IPv6 next header field.
IPv6 Source Port—Adds IPv6 source port

IPve Destination Port—Adds IPv6 destination port

Layer2

This area of the page lets you select the following criteria:

e Source MAC Address—Adds L2 source MAC
e Destination MAC Address—Adds L2 destination MAC
e EtherType—Adds L2 ethertype field.

MPLS

This area of the page lets you select the following criteria:

e MPLS Hash—Adds MPLS labels (up to three)

GTP TEID

This area of the page lets you select the following criteria:

e CTP TEID—Adds GTP tunnel endpoint identifier

Ingress Port

This area of the page lets you select the following criteria:

e Ingress Ports—Adds ingress port

Advanced Hash Examples

The following are some different advanced hash examples. Note that the advanced hash

method usually combines multiple criteria.

The example in Figure 23Advanced Hash with IPv4 Source and Destination Addresses sets a

Custom advanced hash method for slot 3 in box ID 5 that distributes traffic based on

matching IPv4 source and destination addresses.
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Box:| 5 ¥ Slor: | 3 L () Default ® Custom O All O None

# |Pvd Source Address

[#] IPv4 Destination Address
[ IPvé Protocol

[J IPvd Source Port

[ IPv4 Destination Port

Figure 23 Advanced Hash with IPv4 Source and Destination Addresses

The example in Figure 24Advanced Hash Default Criteria sets the advanced hash for slot ccl
in box ID 2 to the Default criteria.

v MPLS

MPLS Hash

v GTPTEID

GTPTED

 Ingress Port

Ingress Port

Figure 24 Advanced Hash Default Criteria

The example in Figure 25Advanced Hash with Source and Destination MAC Address sets a
Custom advanced hash for slot 5 in box ID 5 that distributes traffic based on matching
source and destination MAC addresses.

Box:| 5 ¥ Slot:| 5 L () Default ® Custom (O All O None

> Ipva
> IPVE

w Layer 2

¥  Source MAC Address
[#] Destination MAC Address

[J EtherType

Figure 25 Advanced Hash with Source and Destination MAC Address

Hashing Behavior

Table 6: Hashing Behavior Based on Hash Criteria Field Combinations shows the possible
hash criteria field combinations and the corresponding hashing behavior based on packet
type for advanced hashing for non-MPLS packets. (Refer to Table 7: Hashing Behavior Based
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on Hash Criteria Field Combinations for MPLS packets.)

Table 6: Hashing Behavior Based on Hash Criteria Field Combinations

Hash Criteria Fields

Source MAC Address, Destination MAC Address

Packet
Type

MAC

Hashing

Behavior

Hash on Source
MAC Address,
Destination MAC
Address

Source MAC Address, Destination MAC Address

MAC + |IPv4

Hash on Source
MAC Address,
Destination MAC
Address

Source MAC Address, Destination MAC Address

MAC + IPv6

Hash on Source
MAC Address,
Destination MAC
Address

IPv4 Source Address, IPv4 Destination Address

MAC

No hash

IPv4 Source Address, IPv4 Destination Address

MAC + |IPv4

Hash on IPv4
Source Address,
IPv4 Destination
Address

IPv4 Source Address, IPv4 Destination Address

MAC + IPv6e

No hash

|Pv6 Source Address, IPve Destination Address

MAC

No hash

|Pv6 Source Address, IPve Destination Address

MAC + IPv4

No hash

|Pv6 Source Address, IPve Destination Address

MAC + |IPv6

Hash on IPv6
Source Address,
IPv6 Destination
Address

Source MAC Address, Destination MAC Address, IPv4
Source Address, IPv4 Destination Address

MAC

Hash on Source
MAC Address,
Destination MAC
Address

Source MAC Address, Destination MAC Address, IPv4
Source Address, IPv4 Destination Address

MAC + IPv4

Hash on IPv4
Source Address,
IPv4 Destination
Address

Source MAC Address, Destination MAC Address, IPv4
Source Address, IPv4 Destination Address

MAC + IPv6

Hash on Source
MAC Address,
Destination MAC
Address

Source MAC Address, Destination MAC Address, IPv6
Source Address, |IPv6 Destination Address

MAC

Hash on Source
MAC Address,
Destination MAC
Address

Source MAC Address, Destination MAC Address, IPv6

MAC + |IPv4

Hash on Source
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Hash Criteria Fields Packet Hashing
Type Behavior

Source Address, |IPv6 Destination Address MAC Address,
Destination MAC
Address

Source MAC Address, Destination MAC Address, IPv6 MAC + |IPv6 | Hash on IPv6

Source Address, IPv6 Destination Address Source Address,
|Pve Destination
Address

Source MAC Address, Destination MAC Address, IPv4 MAC Hash on Source

Source Address, IPv4 Destination Address, IPv6 Source MAC Address,

Address, IPv6 Destination Address Destination MAC
Address

Source MAC Address, Destination MAC Address, IPv4 MAC + IPv4 | Hash on IPv4

Source Address, IPv4 Destination Address, IPve Source Source Address,

Address, IPve Destination Address IPv4 Destination
Address

Source MAC Address, Destination MAC Address, IPv4 MAC + |IPv6 | Hash on IPv6

Source Address, IPv4 Destination Address, IPve Source Source Address,

Address, IPve Destination Address |Pve Destination
Address

NoTE: No hash means that the packets will be sent to the first port in the
GigaStream.

Notes and Considerations for Advanced Hashing

Refer to the following notes and considerations for advanced hashing:

«  With symmetric hashing, packets with their source and destination IP addresses and
Layer 4 (L4) ports interchanged will go to the same GigaStream port. It is
recommended to enable source and destination IPv4 or IPv6 pairs and L4 source and
destination ports.

»  Symmetric hashing is enabled for all GigaStream on all GigaVUE H Series and TA Series
nodes (except TA25 and TA400).

« For non-MPLS IPv4 and IPv6 packets, the hashing is fixed to the following 3-tuple:
ipsrc, ipdst, and protocol or ip6src, ipedst, and protocol. All other traffic follows the
advanced hash settings.

« ASICs used in Gigamon devices do not support hashing of the IP header fields when
there is a PPPOE header. Only Layer 2 (L2) fields can be used for such packets.

Advanced Hashing with MPLS
Starting in software version 5.1, GigaStream MPLS hashing adds the ability to hash on MPLS

labels as well as the following IP address fields inside an MPLS tunnel: ipsrc, ipdst, ip6src,
and ip6édst.
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Advanced hashing with MPLS is supported on all GigaVUE H Series and TA Series nodes.

Use the Advanced Hash Settings to specify MPLS, which can detect up to three MPLS
labels. Packets with one to three MPLS labels can be hashed, along with IP address fields, if
present. If a packet has more than three MPLS labels, IP address fields after the third MPLS
label cannot be hashed. Refer to Hashing Behavior Based on Hash Criteria Field
Combinations for details of the hashing behavior.

MPLS labels will be used as part of the GigaStream hash criteria if the MPLS field is
configured and the packet has EtherType 0x8847.

MPLS hashing applies to the following:

» regular GigaStream

» controlled GigaStream

» stack GigaStream
« inline tool groups

Table 7: Hashing Behavior Based on Hash Criteria Field Combinations shows the possible
hash criteria field combinations and the corresponding hashing behavior based on packet
type for advanced hashing with MPLS packets. (Refer to Table 6: Hashing Behavior Based on
Hash Criteria Field Combinations for non-MPLS packets.)

Table 7: Hashing Behavior Based on Hash Criteria Field Combinations

Hash Criteria Fields

Packet Type

Hashing Behavior

IPv4 Source Address,|Pv4
Destination Address

MAC + Labell + Label2 + Label3 +
IP + L4 + Payload

Hash on IP

Source MAC
Address,Destination MAC
Address

outer MAC + Labell + Label2 +
Label3 + inner MAC + IP + L4 +
Payload

Hash on outer MAC

Source MAC
Address,Destination MAC
Address

MAC + Labell + Label2 + Label3 +
IP + L4 + Payload

Hash on MAC

MPLS Hash MAC + Labell + Label2 + Label3 + Hash on MPLS Labell, Label2, Label3
IP + L4 + Payload

MPLS Hash MAC + Labell + Label2 + IP + L4 + Hash on MPLS Labell, Label 2
Payload

MPLS Hash MAC + Labell + IP + L4 + Payload Hash on MPLS Labell

MPLS Hash, EtherType,
|Pv4 Protocol

MAC + Labell + Label2 + Label3 +
Label4 + IP + L4 + Payload

Hash on MPLS Labell, Label2, Label3

MPLS Hash,IPv4 Source
Address,|Pv4 Destination
Address

MAC + MPLS Labell + IP + L4 +
Payload

Hash on MPLS Labell, IPv4 Source
Address, IPv4 Destination Address

MPLS Hash,IPv4 Source

MAC + Labell + Label2 + IP + L4 +

Hash on MPLS Labell, Label2, IPv4 Source
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Hash Criteria Fields

Packet Type

Hashing Behavior

Address

Address,|Pv4 Destination

Payload

Address, IPv4 Destination Address

MPLS Hash,IPv4 Source

Address

Address,|Pv4 Destination

MAC + Labell + Label2 + Label3 +
IP + L4 + Payload

Hash on MPLS Labell, Label2, Label3, IPv4
Source Address, IPv4 Destination Address

MPLS Hash,IPv4 Source

Address

Address,|Pv4 Destination

MAC + Labell + Label2 + Label3 +
Label4 + IP + L4 + Payload

Hash on MPLS Labell, Label2, Label3

MPLS Hash,IPv4 Source

Address

Address,|Pv4 Destination

MAC + MPLS Labell + MAC + IP +
L4 + Payload

Hash on MPLS Labell

MPLS Hash,IPv4 Source

Address

Address,|Pv4 Destination

MAC + Labell + Label2 + MAC + IP
+ L4 + Payload

Hash on MPLS Labell, Label2

MPLS Hash,IPv4 Source

Address

Address,|Pv4 Destination

MAC + Labell + Label2 + Label3 +
MAC + IP + L4 + Payload

Hash on MPLS Labell, Label2, Label3

MPLS Hash,Source MAC

Address

Address,Destination MAC

MAC + Labell + Label2 + Label3 +
IP + L4 + Payload

Hash on MPLS Labell, Label2, Label3

MPLS Hash,IPv4 Source

Port,IPv4 Destination Port

MAC + Labell + Label2 + Label3 +
Label4 + IP + L4 + Payload

Hash on MPLS Labell, Label2, Label3

IPv4 Source Port,|IPv4
Destination Port

MAC + Labell + Label2 + Label3 +
IP + L4 + Payload

No Hash

NOTES:

« No hash means that the packets will be sent to the first port in the GigaStream.

« Ifan MPLS packet has a router alert label as one of its labels, the router alert label is

skipped and the other available labels are used for hashing. For example, if a packet has
four labels and the second label is the router alert, the first, third, and fourth labels are

used for hashing.

Advanced Hashing with GTP TEID

Starting in software version 5.2, GigaStream GTP TEID hashing adds the ability to hash on

GTP tunnel endpoint identifiers (TEIDs). GPRS Tunneling Protocol (GTP) is an IP/UDP-based

protocol for mobile data.

The TEID field in a GTP header is a unique identifier for mobile subscribers and is used to

multiplex different connections on the same GTP tunnel. Use GTP TEID advanced hashing to
load balance GTP packets across all GigaStream ports.

Advanced hashing with GTP TEID is supported on GigaVUE H Series and TA Series nodes,

with the following distinctions:
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« The following nodes are supported: GigaVUE-HCI, GigaVUE-HCI-Plus, GigaVUE-HC2
(with control card version 1 or 2), GigaVUE-HC3 (with control card version 1 or 2),
GigaVUE-TA25, GigaVUE-TA40, GigaVUE-TAT00, GigaVUE-TA200, and GigaVUE-TA400.

« The following nodes are not supported: GigaVUE-TAITO.

Use the Advanced Hash Settings to specify the GTP TEID field. It must be specified with
one of the port source and destination pairs: either IPv4 Source Port and IPv4 Destination
Port for IPv4 or IPv6 Source Port and IPv6 Destination Port for IPvG.

When the GTP TEID field is configured, GTP packets will use it for hashing along with
configured IP fields, instead of the Layer 4 (L4) source and destination for GTP packets. The
hashing for all non-GTP packets will be based on L4 source and destination port.

GTP TEID hashing is supported only for GTP-User packets, version 1 (V1), with L4 source and
destination port 2152. The hashing functionality works only for non-fragmented packets.

Refer to Hashing Behavior Based on Hash Criteria Fields: GTP TEID for details of the
hashing behavior.

GTP TEID hashing applies to the following:

« regular GigaStream

« controlled GigaStream

» stack GigaStream (except GigaVUE-HC2 and GigaVUE-HC3)
» inline tool groups

NoTe: GTP TEID hashing is not supported for stack GigaStream on GigaVUE-HC2 and
GigaVUE-HC3 in this software version due to the 3-tuple limitation listed in Notes and
Considerations for Advanced Hashing.

Table 8: Hashing Behavior Based on Hash Criteria Fields: GTP TEID shows the possible hash
criteria field combinations and the corresponding hashing behavior based on packet type
for advanced hashing with GTP packets.

Table 8: Hashing Behavior Based on Hash Criteria Fields: GTP TEID

Hash Criteria Fields Packet Hashing Behavior
Type
|Pv4 Source Address,|Pv4 Destination MAC + IP + L4 | Hash on IPv4 Source Address,IPv4
Address,|Pv4 Source Port,|Pv4 Destination + Payload Destination Address,|IPv4 Source Port,|Pv4
Port Destination Port
IPv4 Source Address,|Pv4 Destination MAC + IP + L4 | Hash on IPv4 Source Address,IPv4
Address,|Pv4 Source Port,|IPv4 Destination + GTP + Destination Address, GTP TEID
Port,GTP TEID Payload
IPv4 Source Address,|Pv4 Destination MAC + IP + L4 | Hash on IPv4 Source Address,IPv4
Address,|Pv4 Source Port,|IPv4 Destination + Payload Destination Address,|Pv4 Source Port,|Pv4
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Hash Criteria Fields Packet Hashing Behavior
Type

Port,GTP TEID Destination Port

IPv6 Source Address,|Pv6 Destination MAC + IP + L4 | Hash on IPv6 Source Address,IPvo
Address,|Pv6 Source Port,IPv6 Destination + Payload Destination Address,|Pv6 Source Port,IPv6e
Port Destination Port

IPv6 Source Address,|Pv6 Destination MAC + IP + L4 | Hash on IPv6 Source Address,|IPv6
Address,|Pv6 Source Port,|IPv6 Destination +GTP + Destination Address, GTP TEID

Port,GTP TEID Payload

|Pv6 Source Address,|Pve Destination MAC + IP + L4 | Hash on IPv6 Source Address,|Pv6
Address,|Pv6 Source Port,|IPve Destination + Payload Destination Address,|Pv6 Source Port,|Pve
Port,GTP TEID Destination Port

Packet Distribution and the Advanced Hash Algorithm

=«  When an IPv4 Fragmentation map rule is used to send traffic to an advanced hash
tool GigaStream, all fragments are consolidated to a single port within the GigaStream.

» Packets with multiple VLAN tags (such as Q-in-Q) will experience uneven traffic
distribution. For this traffic, GigaSMART load balancing is recommended.

Weighted GigaStream

Weighted GigaStream provides you the ability to distribute traffic to the ports by assigning
either an equal weight or a custom weight to the ports. You can assign custom weight in
percentage or ratio. If a port in a weighted GigaStream goes down, the traffic from the port
will be redistributed to other healthy ports in the weighted GigaStream. The port assigned
with maximum weight receives more traffic than the ports assigned with lesser weight.

Weighted GigaStream is supported on the following:

« All GigaVUE-HC Series and GigaVUE-TA Series nodes.
« Regular tool GigaStream, regular hybrid GigaStream, and regular circuit GigaStream.

Use the Weighting and Drop Weight fields in the GigaStream configuration page to
configure a weighted GigaStream. For instructions, refer to Configure Regular GigaStream.

You can also choose to rehash the traffic when you find that the traffic distribution is not
ideal. When you rehash the traffic, GigaVUE-FM reassigns the hash buckets to the ports. For
example, the following table shows that the ports are assigned with sequential hash
buckets:

Hash
Buckets
x1 1,2 3, 4
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Ports and GigaStreams



GigaVUE Fabric Management Guide

x3 56,78

X4 9,10,11,12

In such cases, the traffic distribution may not be ideal. You can choose to rehash the traffic.
The following table shows how the hash buckets are reassigned when you rehash the traffic:

x1 1,4,7,10
x3 2,581
X4 3,6,912

GigaStream Rules and Maximums
The following rules apply to regular GigaStream and controlled GigaStream:

GigaStream Rule Description

Port Location All participating ports must be on the same GigaVUE node.
On the GigaVUE-HC2 and GigaVUE-HC3, GigaStream can be across modules.

Speed Requirements = All participating ports must be running the same speed (1Gb, 10Gb, 40Gb. or
100Gb) and must use the same port types (for example, all g, x, g, or c).

= Astack GigaStream must consist of ports with 10Gb speed or higher.

= The system will not let you change the speed of any port participating in a
tool GigaStream. Keep in mind that the only ports that allow speed changes
through are gx ports.

= You can use gx ports in a regular tool GigaStream, but only with ports running
at the same speed (and no slower than T000Mb).

Addressing Once a port belongs to a GigaStream, it must be addressed by its GigaStream alias.
It can no longer be addressed as an individual port. For example, if tool port 1/1/x4 is
part of a tool GigaStream, the GigaVUE H Series node prevents you from using it as
the destination for a map rule.

Stack Ports Stacking ports must be 10Gb or higher. Therefore, the Maximum Stack Ports per
GigaStream for any 1Gb port is N/A in : Maximum Ports per GigaStream
to.GigaStream Rules and Maximums

SFP+ For SFP+ ports that can operate at 10Gb or 1Gb, refer to the values in the Maximum
Tool Ports per GigaStream column for the 10Gb Ports rows in : Maximum Ports per
GigaStream to GigaStream Rules and Maximums.
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For GigaStream maximums, refer to Maximum Ports per GigaStream, which have been

updated in software version 5.1.

Maximum Ports per GigaStream

Table 9:: Maximum Ports per GigaStream lists the maximum ports per GigaStream for

GigaVUE nodes.

Table 9: : Maximum Ports per GigaStream

Platform Maximum Stack Ports per Maximum Tool Ports per
GigaStream GigaStream
GigaVUE-TA 10 32 256
GigaVUE-TA 40 64 256
GigaVUE-TA 100 64 256
GigaVUE-TA200 64 256
GigaVUE-TA25 56 56
GigaVUE-TA400 128 128
GigaVUE-HCI-PLUS o4 256
GigaVUE-HCI1 64 256
GigaVUE-HC2 64 256
GigaVUE-HC 3 64 256

Port Statistics and Counters

This section describes the counters displayed for the Port Statistics information. This page
provides information similar to the output from the show port stats coommand from the CLI.

The major sections in This section include:

« Display Port Statistics

« How to Reset Traffic Counters

Display Port Statistics

From the Ports page, you can view the port statistics for either of the following:

« Asingle port. Refer to Display Port Statistics for a Single Port
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« All the ports. Refer to Display Statistics for All Ports

Display Port Statistics for a Single Port

From the Ports > Ports > All Ports, select any port by clicking on the row. The quick view
window that appears provides port statistics for that particular port. Each field is color-coded

in the graphical representation.

By hovering over the graph, numerical value for each of the data points is visible as shown in

Figure 26Numerical Values for Data Points on the Statistics Graph.
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Figure 26 Numerical Values for Data Points on the Statistics Graph
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NoTE: GigaVUE-FM will display 9-11 data points in the graph.

You can modify the time lapse for measuring various data points by selecting the Minutes,

Hour, Day, or Week button. Figure 27Numerical Values for the Data Points Measured by

Hour shows the data points measured by hour.
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Figure 27 Numerical Values for the Data Points Measured by Hour

Table 10: Port Statistics Definitions describes the port statistics available.

Table 10: Port Statistics Definitions

Counter

Definition

Packet Errors

Total Error Packets Received or Transmitted

This indicates hardware detected errors. Error
packets include undersize, FCS/CRC, MTU
exceeded, fragments, and oversize packets.
All packets that list under this counter are
discarded and not processed further.

Excludes oversize packets without FCS/CRC.

Packets larger than the MTU setting arriving
on a network port are counted twice in the
counter. So 1000 oversize packets would
show up as 2000. This double-counting only
happens with Oversize error packets.

Discards

Discards Received or Transmitted

Traffic Filtering
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Discards are counted in the following cases:

« Traffic arriving at a network port
that is not logically connected
using a map or map passall.

= Map rules/map rules applied on
a network port.

» In packets on a tool port.
« Pause frames.
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Counter

Definition

Notes

Packet Drops

Total Dropped Packets Received or
Transmitted

Packets are dropped when a port's
bandwidth is exceeded due to
oversubscription. Packets are dropped when
they reach the port but before they are sent
out.

Octets

Total Bytes Received or Transmitted

Includes all valid and error frames with the
exceptions noted in the adjacent columns.

Excludes undersize frames.

Buffer Usage

Percentage of buffer space used by packets
transmitted or received

The buffer is used when the port reaches 100
percent utilization during a microburst. If the
buffer reaches 100 percent utilization,
packets may be dropped.

Utilization Percentage of port utilization by packets
received or transmitted
Packets Total Packets Received or Transmitted Excludes packets with FCS/CRC errors.

Excludes multicast packets, broadcast
packets, packets with FCS/CRC errors, MTU
exceeded errors, oversize packets, and pause
packets.

Display Statistics for All Ports

To view the statistics for all ports select, Ports > Ports > Statistics. The Ports Statistics page
displays, which shows a table with the statistics for each port as shown in Figure 28Port
Statistics for All Ports. For the definitions of the statistics shown in the table, refer to Table
10: Port Statistics Definitions.
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(88 Port ID Octets Octets /sec Unicast Non-Unicast Packets /sec Packet Discards Error Utilization
Packets Packets Drops
Rx Tx Rx Tx Rx Tx Rx Tx Rx Tx Rx Rx Tx Rx Tx Rx Tx
(8] 1/1/x20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
8] vTunnelEn.. | 238G 8303 | 3642K 0 226 1.18 3109K 0 49 0 0 0 0 0 0 0.03 0
K M K
] toRSASecu... | 290.98 0 0 0 0 0 142K 0 0 0 0 142K 0 0 0 0 0
K
] vTunnelEn... | 238G 0 3642 K 0 2.26 0 310.89K 0 49 0 0 257 M 0 0 0 0.03 0
M
] Demo_To... 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
] 1/2/q1 0 0 0 0 0 0 4} 0 0 0 0 0 0 0 0
] 1/2/q2 0 0 0 0 0 0 (1] 0 0 0 0 0 0 0 0
] 1/2/q3 0 0 0 0 0 0 4} 0 0 0 0 0 0 0 0
] 1/2/g4 0 0 0 0 0 0 (1] 0 0 0 0 0 0 0 0
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Showing 1- 30 of 72 n 2,3 » N

Figure 28 Port Statistics for All Ports

The information on the statistics page can be filtered as well as downloaded to an Excel
spreadsheet. To export the statistics, click Export. The statics table is downloaded with a
filename in the format Port_Stats_<yyyymmddhhmmss>; for example, Port_Stats_
20161003172336.

To filter the port statistics, click Filter. A Filter Quick View opens, where you can specify how
to filter ports displayed on the Statistics page.

The criteria that you can use to filter the port statistics is as follows:

Criteria Description

Box/Slot ID Display only those ports that match the specified box and slot
IDs.

Port Alias Display port with the specified alias.

Port ID Display ports with specified number in the port ID. For

example, if you specify 3 the result will also display ports that
include the number 3,13, 23, 30, and so on.

Type Display ports with the specified port type. Select one of the
following:

e Network
e Tool
e Inline Network
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Criteria Description

Inline Tool
GigaSMART
Hybrid
Stack

Admin Status Display ports based on their current admin status. The possible
selections are:

e All—display ports with a status of Enabled or Disabled. This
is the default.

e Enabled — display ports with admin enabled
e Disabled — display ports with admin disabled

Link Status Display ports based on their current link status: The possible
selections are:

e All —display ports with a status of Up or Down. This is the
default.

e Enabled — display ports with a link status of up.
e Disabled — display ports with a link status of down.

How to Reset Traffic Counters

To reset the traffic counters, do the following:

1. Select a port on the All Ports page. The Quick View page opens for the port.
2. On the Quick View page, click Edit.
3. On the ports page, click Reset Traffic Counters.

Header Stripping

With the header stripping functionality enabled on the network and hybrid ports, the
GigaVUE devices can identify and remove headers from tagged packets or tunneled
(encapsulated) packets. Refer to the following sections for details:

« About VXLAN Header Stripping
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« About MPLS Header Stripping
About VXLAN Header Stripping

The VXLAN header stripping functionality can identify and remove headers from the VXLAN
tagged packets that are tapped from the VXLAN-based enterprise networks and are routed
to the respective tools for analysis. This functionality is useful when working with tools that
either cannot recognize the VXLAN headers or must engage in additional processing to
analyze the VXLAN traffic. The GigaVUE-OS device is configured with the required traffic
intelligence capability to strip the VXLAN header from the incoming packets. It then sends
the inner payload to the tools based on the map rules configured.

The incoming VXLAN packets are discarded until the GigaVUE-OS device acquires the
capability to remove the VXLAN header.

Once the required intelligence is acquired, header stripping can happen at line rate.

The following figure illustrates the VXLAN header stripping functionality:

- ~

-
+~ " |[[innerData | VKIANID | Outer IP Header | Outer L2 Header | ~.

~
‘-__-*e ___________ [ 'e—

GigaVUE-TA200

Y
\
N
1
_ VXLANID | Outer IP Header | Outer L2 Header |
1

VXLAN Header Stripping- v
Enabled Network Port — 1/1/¢5

'VXLAN Header
Stripped Packet
routed to tools

In this diagram, the VXLAN encapsulated traffic from the network is tapped on the network
port, 1/1/c5 in the GigaVUE-TA200 device. The VXLAN header stripping functionality is
enabled in this network port. Based on the traffic intelligence capability, the GigaVUE-TA200
device strips the VXLAN header from the incoming packets that has the L4 destination port
as Ox4789. You can choose to configure the L4 destination port at the chassis level. The
GigaVUE-TA200 device routes the inner payload to the respective tools based on the map
rules configured.
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Any other traffic that enters the VXLAN header stripping-enabled network port will also be
processed similar to a normal by-rule map.

The following table provides the capabilities available for VXLAN tunnel decapsulation as
against the capabilities available for VXLAN header stripping:

Capabilities With GigaSMART Without
GigaSMART

IPv4 support Yes Yes

IPv6 support Yes No

Header stripping on GigaVUE-TA No Yes

Series

Header stripping at line rate No Yes

GigaVUE-OS has a scan interval between 300 to 1000000 seconds to optimize the VXLAN ID
processing capability. You must configure O to disable the scan interval.

NoTE: GigaVUE-OS restarts the VXLAN traffic intelligence capability on every reload.

VXLAN Tunnel Decapsulation Vs VXLAN Header Stripping

The difference between the VXLAN tunnel decapsulation and VXLAN header stripping is
that in the case of VXLAN tunnel decapsulation, the traffic originates from and terminates at
the GigaVUE-OS devices. So, the GigaVUE-OS devices are aware of the VXLAN IDs based on
which the traffic is decapsulated. In the case of VXLAN header stripping, the GigaVUE-OS
devices are configured with traffic intelligence capability to strip the VXLAN header from the
incoming packets with any VXLAN |Ds.

VXLAN Header Stripping - Rules and Notes

Keep in mind the following rules and notes when working with VXLAN header stripping:

« VXLAN header stripping is supported on GigaVUE-HCI-Plus,GigaVUE-HC],
GigaVUE-HC2 CCv2, GigaVUE-HC3, GigaVUE-TA40, GigaVUE-TA100, GigaVUE-TA200,
,GigaVUE-TA25, and GigaVUE-TA400 devices.

» The destination IP based statistics is not supported on GigaVUE-TA25 and .

» Gigamon’s traffic intelligence processing may lead to initial packet drops. This is not
applicable for GigaVUE-TA400.

« On a network or hybrid port that taps the network traffic, you can enable either VXLAN
header stripping or MPLS header stripping, but you cannot enable both the
functionalities.

« Network ports configured with VXLAN header stripping and MPLS header stripping
functionalities cannot be part of the same map. You must create separate majps for
these ports.
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After a header is removed from the packet, FCS is recomputed by the hardware and
not by the GigaVUE-OS.

VXLAN header stripping is not supported on network ports that are part of pass-all
maps except on GigaVUE-TA400.

VXLAN header stripping is not supported with IPv6 addresses except on GigaVUE-
TA400.

You cannot associate an IP interface with a network or hybrid port that is enabled with
VXLAN header stripping.

Filter rule is not supported on hybrid port that is enabled with VXLAN header stripping.
Ingress VLAN tagging is not supported.

VXLAN header stripping is not supported for Q-in-Q traffic except on GigaVUE-TA4Q0O0.
You cannot enable VXLAN header stripping on a port that is part of a port-pair.
Reassembly of fragmented packets after VXLAN header stripping is not supported.

A maximum of up to 4096 dynamic VXLAN IDs are supported for VXLAN header
stripping. On GigaVUE-TA40Q, all VXLAN IDs are supported.

If a map has both header stripping-enabled ports and other network ports, the VXLAN
traffic that enters the other network ports will not be sent to the shared collector
except on GigaVUE-TA400.

VXLAN header stripping does not work if you configure a map with any rule that
includes the qualifying attributes of the VXLAN header because such rules override the
traffic intelligence capability. For example, if you configure a map with pass rule as IPv4
Destination, IPv4 Source, MAC Destination, or MAC Source and the source port of the
map is overlapped/matched with VXLAN headers, the header stripping functionality
does not work. This is an exception for GigaVUE-TA4O0O0.

VXLAN header stripping does not work if you configure a map with only drop rules and

choose the Pass Traffic option so that the traffic is passed through the port when there
are no matching rules. For more information, refer to Map Types.This is an exception for
GigaVUE-TA400

Following table provides the maximum number of static |IP addresses that can be
configured for each platform for the VXLAN header stripping functionality:

Platform Maximum
number of
static IP

Platform Maximum

addresses
supported

number of
static IP
addresses
supported

GigaVUE-HC1 and GigaVUE-HC2 CCv2

3966
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Platform

GigaVUE-HC3, GigaVUE-TA100, and GigaVUE-TA200 1918

ric Management Guide

Maximum
number of
static IP

addresses
supported

GigaVUE-TA40 512

Configure VXLAN Header Stripping

Before you configure VXLAN header stripping, refer to VXLAN Header Stripping — Rules and

Notes.

The following table summarizes the required tasks to configure VXLAN Header stripping to
strip the incoming VXLAN packets:

S.No Task

Refer to..

1. Configure the required network or hybrid port. Configure Ports
2. Enable VXLAN header stripping on the network or hybrid port that you Enable Header
configured in task 1. Stripping Protocol on
Ports
3. It is recommended that you configure the aging interval for the VXLAN Configure Ageing
header stripping to refresh the traffic intelligence capability for the device. | Interval for VXLAN
Header Stripping
4, Configure a new map. Create a New Map
Keep in mind the following details when you configure a map:
e Ensure that you select the network or hybrid port on which you enabled
VXLAN header stripping as the source port of the map.
e Ensure that you do not select any rule that includes the qualifying
attributes of the VXLAN header because such rules override the traffic
intelligence capability.
For more details, refer to VXLAN Header Stripping — Rules and Notes.
5. View the VXLAN and destination IP statistics to know the number of View Header Stripping
packets transmitted for a VXLAN ID and a destination IP address, and the Statistics
transmitted bytes per packet.

Configure Ageing Interval for VXLAN Header Stripping

It is recommended that you configure the ageing interval to refresh the traffic intelligence
capability based on which GigaVUE-OS devices strips the VXLAN headers from the incoming
VXLAN traffic.

To configure the ageing interval:
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1. From the left navigation pane, go to System > Chassis. Toggle to view the list view.
2. Select the Box ID on which you want to configure the header stripping protocol.

3. From the Actions drop-down list, select Configure Header Stripping. The Configure
Header Stripping page appears.

4. From the Header Stripping Protocol drop-down list, select VXLAN.

5. In the Aging Interval field, enter the interval in seconds to refresh the traffic
intelligence capability for the chassis.

6. Click Save.
Configure Header Stripping save Cancel
Header Stripping Protocol
Aging Interval 0to 16777215 seconds (0 to

disable)
View Header Stripping Statistics

To view the header stripping statistics for a VXLAN ID and destination IP address:
1. From the device view, go to Ports > Ports > Header Stripping Statistics.
2. From the Statistics drop-down list, select one of the following options:

o IP Statistics — View the number of packets transmitted and the bytes per packet for
a destination IP address.

o VXLAN Statistics — View the number of packets transmitted and the bytes per
packet for a VXLAN ID.

NoOTE: The destination IP based statistics is not supported on GigaVUE-TA25 and .

About MPLS Header Stripping

The MPLS header stripping functionality can identify and remove headers from the MPLS
traffic that are tapped at the network and are routed to the respective tools for analysis. The
GigaVUE-OS device strips the MPLS header based on the MPLS label configured for the
device. The outer and the inner MPLS labels must be configured for the device. The MPLS
traffic is then routed to the respective tools based on the map rules configured to match the
MPLS payload.

The following figure illustrates the MPLS header stripping functionality.
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In this diagram, the MPLS encapsulated traffic from the network is tapped on the network
port, 1/1/c1 in the GigaVUE-TA200 device. The MPLS header stripping functionality is enabled
on this network port. Based on the MPLS label configured for the GigaVUE-TA200 device,
the device strips the MPLS header from the incoming packets and routes the MPLS payload
to the respective tools based on the map rules configured.

Any other traffic that enters the MPLS header stripping-enabled network port will also be
processed similar to a normal by-rule map.

MPLS Header Stripping — Rules and Notes

Keep in mind the following rules and notes when working with MPLS header stripping:

« MPLS header stripping is supported on GigaVUE-HCI1-Plus,GigaVUE-HCI1, GigaVUE-HC?2,
GigaVUE-HC3, GigaVUE-TA40, GigaVUE-TAIT00, GigaVUE-TA200, ,GigaVUE-TA25, and
GigaVUE-TA400 devices.

« On GigaVUE-TA25 outer tag is also stripped along with MPLS labels of incoming
tagged MPLS traffic.

« MPLS header stripping is supported only on traffic with a maximum of up to two MPLS
labels (inner and outer MPLS labels) configured for a device. On GigaVUE-TA4Q0Q,
MPLS header stripping is supported with a maximum of seven MPLS labels per packet.

« MPLS header stripping is not supported with IPv6 addresses except on GigaVUE-
TA400.

« A maximum of up to 4096 MPLS labels can be configured for a device. If the label
configuration exceeds the maximum limit specified and if the new labels overlap with
the already configured labels, you must delete the existing labels and reconfigure the
complete set of labels without exceeding the maximum limit. This is not applicable for
GigaVUE-TA400.

Traffic Filtering
Ports and GigaStreams 378



GigaVUE Fabric Management Guide

« Allthe MPLS labels that are used to strip the MPLS header must be configured at the
chassis-level so that all the network or hybrid ports enabled with the MPLS header
stripping functionality is aware of the labels. For GigaVUE-TA40O0, the labels do not
need chassis-level configurations to performm MPLS header stripping.

« MPLS header stripping is supported only for L3 MPLS and L3 MPLS VPN traffic. On
GigaVUE-TA400 both L2 MPLS and L3 MPLS header stripping are supported.

« On a network or hybrid port that taps the network traffic, you can enable either VXLAN
header stripping or MPLS header stripping, but you cannot enable both the
functionalities.

« If you want to switch between the header stripping protocol configuration for a
network or hybrid port, you must disable the existing configuration on the port, and
then enable the required header stripping protocol.

« Ports enabled with VXLAN header stripping functionality and ports enabled with MPLS
header stripping functionality cannot be part of the same map. You must create
separate maps for these ports.

« MPLS header stripping is not supported on network or hybrid ports that are part of
pass-all maps except for L2 MPLS header stripping on GigaVUE-TA4Q0OQ.

« MPLS header stripping is not supported for Q-in-Q traffic except on GigaVUE-TA4O0O.

» You cannot enable MPLS header stripping on a port that is part of a port-pair.

» Ifyou configure a Regular By-Rule map with TTL as one of the map rule, the TTL value
will match the MPLS packets’ TTL value and not the IP packets' TTL value.

Configure MPLS Header Stripping

Before you configure MPLS header stripping, refer to MPLS Header Stripping — Rules and
Notes.

The following table summarizes the required tasks to configure MPLS Header stripping to
strip the incoming MPLS packets:

S.No Task Refer to..
1. Configure the required MPLS labels at the chassis level. Configure MPLS Labels
on a Chassis
2. Configure the required network or hybrid port. Configure Ports
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S.No Task Refer to..
3. Enable MPLS header stripping on the network or hybrid port that you Enable Header
configured in task 2. Stripping Protocol on
Ports
4, Configure a map. Create a New Map

Keep in mind the following details when you configure a map:
e Ensure that you select the network or hybrid port on which you
enabled MPLS header stripping as the source port of the map.
e Configure the map rules with the following parameters:
o L2 parameters such as EtherType, MAC Destination, MAC Source,
VLAN, or Inner VLAN.

o MPLS payload parameters such as IP Version, IPv4 Destination, IPv4
Source, IPv6 Destination, IPv6 Source, Protocol, UDAT, or UDA2.

For more details, refer to MPLS Header Stripping — Rules and Notes.

Create a New Map

The following are the steps for creating a map:
1. Check the status of the nodes and ports that you plan to use with the map.

For information about how to check the status of the nodes and ports, refer to Status
of Line Cards/Nodes and Ports.

2. From the device view, go to Maps > Maps to open the Maps page.
Click New.
4. Enter the Map Information:

a. Enter an alias for the map.

Use an alias that helps identify the task and destination. For example netflix_traffic_
to_wireshark.

b. (Optional) Enter a description about the map. When adding description, consider
the following:

Use up to 128 characters, including spaces.
Enclose the description in quotation marks, if the description is longer than one word.

To include double quotation marks (") inside the quotation marks, precede it with a
backslash (\).

See also Create a New Map.

c. Select the Type.

The map type can be Regular, First Level, Second Level, or Inline.
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For detailed information about the types of maps, refer to Map Types

d. Select the map Subtype.

The map subtype can be By Rule, Pass All, or Collector.
For detailed information about Pass All, refer to About Map-passall Maps. For
detailed information about Collector, refer to About Shared Collectors.

e. Enable the Pass Traffic checkbox if no rules are matching.

f. Enable the Control Traffic checkbox to pass the GTP control traffic (GTP-c) to all
GigaSMART engines in a GTP engine group. A GTP engine group has multiple
GigaSMART engine port members.

NoTE: The Control Traffic checkbox is applicable only for GTP and is displayed
only if the map type is configured as First level, and the map sub type is
configured as By Rule.

5. Specify the Map Source and Destination.

a. From the Source and Destination drop-down list, select the required source and
destination ports for the map. To create a port list, click Port Editor.

NOTE: You can add a maximum of 324 ports in the Source drop-down list, if the
ports are not attached to a GigaStream.

NOTE: For details about port types that are supported for the different types of
maps, refer to Port Lists.

b. If you have selected a circuit port in the Destination drop-down list, select the
required circuit tunnel from the Encapsulation Tunnel drop-down list to
encapsulate the traffic.

NoTE: For details about circuit tunnels, refer to About Circuit-ID Tunnels.

c. Ifthe map is used to redirect the decapsulated traffic to the required tool ports,
ensure that you select the IP interface in the Source drop-down list. You must have
attached the IP interface to the VXLAN or L2GRE tunnel. For details about VXLAN or
L2GRE tunnels, refer to About Virtual Extensible LAN (VXLAN) Tunnels and About
Layer 2 Generic Routing Encapsulation (L2ZGRE) Tunnels. From the Destination
drop-down list, select the required tool ports.

d. If the map will use a GigaSMART operation, select the header stripping (MPLS)
operation that you have created earlier from the GigaSMART Operations (GSOP)
drop-down list.

e. Ifyou select tool GigaStream for the destination, you can view the utilization value
for the GigaStream.
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6. Add rulesto the map.

To add rules to the map, do any of the following:

o Use the Quick Editor. For details, refer to the Create a New Map.
o Import a map template by clicking Import.

o Create a rule by clicking Add a Rule.

For detailed information about map rules, refer to Map Rules.
7. Set the Map Order by selecting the priority from the Priority list.

For details about map priority, refer to Map Priority.
8. Set the Map Permissions.

For details about map permissions, refer to Port Access and Map Sharing.
9. Set the Map Tag.

Select the required tag key and tag value to which the map must be associated. The
tag key and the associated tag values must be created in advance in GigaVUE- FM.
Refer to the "Tags" and "Role Based Access Control" sections in the GigaVUE
Administration Guide for more details.

NoTE: When you associate a map to a tag value, then the ports, port groups,
port pairs, GigaStreams that belong to the map are also associated to the tags.

Configure MPLS Labels on a Chassis

You must configure MPLS labels based on which the device strips the MPLS header from the
incoming traffic. Refer to MPLS Header Stripping — Rules and Notes.

To configure MPLS labels on a chassis:
1. From the left navigation pane, go to System > Chassis. Toggle to view the list view.
2. Select the Box ID on which you want to configure the header stripping protocol.

3. From the Actions drop-down list, select Configure Header Stripping. The Configure
Header Stripping page appears.

4. From the Header Stripping Protocol drop-down list, select MPLS-L3.
5. Select the Apply to All Box check box to configure the MPLS labels on all the chassis.

6. In the Labels field, enter the MPLS labels that you want to configure on the required
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box. You can also choose to add a range of labels.

7. Click Save.

save Cancel

Configure Header Stripping

Header Stripping Protocol MPLS-L3
Apply to All Box
Labels Enter a comma-separated list of labels between 0 to

1048575 e.g. 100, 200-3000

Enable Header Stripping Protocol on Ports

You can enable header stripping protocol on any network or hybrid ports. If you enable the
header stripping protocol on a port, you cannot configure the VXLAN ID or L2GRE ID for that

port.
To enable a header stripping protocol on a network or hybrid port:
1. From the device view, go to Ports > Ports > All Ports.

2. Select the required network or hybrid port on which you want to enable the header
stripping protocol, and then click Edit.

3. Under the Parameters section, from the Header Stripping Protocol drop-down list,
select one of the following options:

* None - Header stripping protocol is not enabled on the port.

¢« MPLS-L3 - Port is enabled with MPLS header stripping protocol to strip the MPLS
header from the MPLS layer 3 packets that are tapped on this port.

¢ VXLAN - Port is enabled with VXLAN header stripping protocol to strip the VXLAN
header from the VXLAN packets that are tapped on this port.

4. Click OK to save the configuration.
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Ports: 1/1/g3 Cancel
Vv Parameters

Admin [JEnable

Type Network v

Duplex O Full OHalf

Auto Negotiation Enable

VLAN Tag

Egress Vlan Tag @ None Strip

Force Link Up [IEnable

Receive Only [ Enable

VXLAN ID 0~ 16777215 0 is disabled

L2GRE ID 0 ~ 4294967295 0is disabled

Header Stripping VXLAN

Protocol ~-Select Header Stripping—

None
MPLS-L3

W Partg Discovery

Tunnels

Tunneling is a communication protocol that is used to transmit data from one network to
another by encapsulating the data. A tunnel is a virtual interface. You can create tunnels for
both encapsulation and decapsulation.

Required License: Advanced Feature License on GigaVUE TA Series Nodes

This chapter describes about the different types of native tunnels, which are independent of
GigaSMART operations. It also describes how to configure these tunnels for encapsulating
and decapsulating traffic. Refer to the following sections for details:

« About Circuit-ID Tunnels

« About Layer 2 Generic Routing Encapsulation (L2ZGRE) Tunnels

« About Virtual Extensible LAN (VXLAN) Tunnels

« Create Tunnel

= Create VXLAN /L2GRE Group

» Configure L2GRE / VXLAN Identifier

« View VXLAN / L2GRE ID Statistics

About Circuit-ID Tunnels

Circuit-ID tunnels are used to route traffic between two clusters. The traffic is tapped and
sent through network ports that are configured on the cluster in the encapsulation side.
Based on the flow map configuration, traffic is filtered and then sent through the circuit
ports that are configured as the destination port in the map. These circuit ports encapsulate
the traffic with a circuit-ID and transmit the encapsulated traffic through the circuit tunnel
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that connects two clusters. At the receiving end of another cluster in the decapsulation side,
the circuit port that is configured as the source port decapsulates the traffic and sends the
traffic to the appropriate tools through the tool ports.

The following figure illustrates the circuit flow mapping between two clusters using circuit-
ID.

Cluster A Cluster B
Tool Ports

Circuit GigaStream Circuit Ports 1/1/x1
1/1/g2

Network Port
1/1/n1

1/1/x2 °
[N \eJ
Network Port 1/1/es -
1/1/n2
- 1/1/x3
1/1/g1 1/1/g5 {:}
Circuit Port Circuit Port

Regular Traffic

Circuit-ID Encapsulated Traffic

Figure 29 Circuit Flow Mapping®

In this example, the GigaVUE-TA Series and GigaVUE-HC Series nodes reside in cluster A. The
tapped traffic is sent through network ports, 1/1/n1 and 1/1/n2. Based on the rules configured
in the map, the traffic is filtered at the nodes in cluster A. The filtered traffic is then sent
through the circuit port, 1/1/g1 and circuit GigaStream that are configured as the destination
port in the map. These circuit ports encapsulate the traffic with circuit-ID and transmit the
encapsulated traffic through the circuit tunnel that connects cluster A and cluster B. At the
receiving end of cluster B, the circuit ports, 1/1/92,1/1/93, 1/1/g4, and 1/1/g5 that are configured
as the source ports decapsulate the traffic, strip the circuit-1D, and send the traffic to the
appropriate tools through the tool ports, 1/1/x1, 1/1/x2, and 1/1/x3.

Refer to the following sections for details about the Circuit-ID tunnel encapsulation and
decapsulation:

« Circuit-ID Tunnels—Rules and Notes

» Circuit-ID Tunnel Encapsulation

« Circuit-ID Tunnel Decapsulation

Circuit-ID Tunnels—Rules and Notes
Keep in mind the following rules and notes when working with Circuit-I1D tunnel

encapsulation and decapsulation:

« A maximum of 512 circuit-IDs are supported within a cluster for encapsulation and
decapsulation.
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« Ifa network port receives a double-tagged packet that is encapsulated with a circuit-1D,
the five tuple hashing will not work only in the second cluster, that is the cluster in the
decapsulation side over stack GigaStream or tool gigastream. Hence, traffic cannot be
filtered using the IP/L4 parameters. After decapsulation, flow mapping filters the traffic
based on circuit-ID.

« Itis not supported for inline scenarios.

Keep in mind the following rules and notes when working with Circuit-ID tunnel
encapsulation:
« Circuit-ID tunnel encapsulation is not supported on Pass All maps.

« Port filter configured on circuit port for VLAN pass/drop will try to match the encap
circuit-id instead of packet outer VLAN.

Keep in mind the following rules and notes when working with Circuit-ID tunnel
decapsulation:

« A maximum of 512 circuit-ID tunnels can be created for decapsulation.
« Circuit-ID tunnel decapsulation is not supported on Pass All and Shared Collector maps.
« Acircuit-ID must be paired with a circuit port, only in one circuit-ID tunnel.

Circuit-ID Tunnel Encapsulation

Before creating a Circuit-ID tunnel for encapsulation, refer to the Circuit-ID Tunnels—Rules
and Notes.

The following table summarizes the required tasks to configure a circuit-ID tunnel for
encapsulating the traffic:

Refer to...
1. Configure the required circuit ports and circuit e Configure Ports
GigaStream. e Configure Regular GigaStream
2. Configure a circuit-ID tunnel for encapsulation. Create Tunnel

Ensure that you select the mode as Encap.

3. Configure a map to encapsulate the traffic and Create a New Map
attach the circuit-ID tunnel to the map.

Circuit-ID Tunnel Decapsulation

Before creating a Circuit-ID tunnel for decapsulation, refer to the Circuit-ID Tunnels—Rules
and Notes.

The following table summarizes the required tasks to configure a circuit-ID tunnel for
decapsulating the traffic:
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S.No Task Refer to...
1. Configure the required circuit ports and circuit Configure Ports
GigaStream.
2. Configure a circuit-1D tunnel for decapsulation. Create Tunnel

Ensure that you select the mode as Decap and
attach the circuit ports or circuit GigaStream that
you configured in step 1to the circuit-ID tunnel.

3. Configure a map to decapsulate the traffic and Create a New Map
ensure that you specify the circuit-1D as a pass/drop
rule in the map.

About Layer 2 Generic Routing Encapsulation (L2ZGRE) Tunnels

L2GRE tunnels are used to route traffic from any remote device to a GigaVUE-H Series or
GigaVUE-TA Series device over the internet. The device at the remote site encapsulates the
filtered packets, adds a L2GRE encapsulation header, and forwards it to the corresponding
circuit port that is used for GRE encapsulation. The encapsulation header consists of
Ethernet + IP + GRE headers. The parameters of the encapsulated header are user-
configurable, such as the IPv4 address of the IP interface on the destination GigaVUE device
and the GRE key that identifies the source of the tunnel.

The encapsulated packet is sent out of the circuit port, which is connected to the public
network (the Internet). This packet is routed in the public network to reach the main office
site. The packet is ingressed at the circuit port of the GigaVUE device at the main office. The
destination IP address of the received packet is checked against the IP configured for the
circuit port. If they match, decapsulation is applied. The Ethernet + IP + GRE header is
stripped and the remaining packet is sent to the tool port.

If the destination IP address of the received packet does not match with the IP address
configured for the IP interface, the packet is dropped.

The following figure illustrates the L2GRE tunnel encapsulation and decapsulation.

~r
L2GRE Encapsulated
Traffic L2GRE Tunnel L2GRE Encapsulated
Traffic

Figure 30 L2GRE Tunnel Encapsulation and Decapsulation

In this diagram, traffic is tapped on a GigaVUE-TA200 device at a remote site, and then it is
tunneled through L2GRE encapsulation across the network before it reaches the
GigaVUE-HC3 device at the main office site, which is connected to the actual tools. The
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tunnel decapsulation is executed on an ingress circuit port (IP interface). After tunnel
decapsulation the packet is presented to the flow mapping module to filter based on map
rule parameters.

Refer to the following sections for details about the L2GRE tunnel configuration:

= L2GRE Tunnel Configuration—Rules and Notes
« Configure L2GRE Tunnel to Encapsulate Traffic
« Configure L2GRE Tunnel to Decapsulate Traffic

L2GRE Tunnel Configuration—Rules and Notes

Keep in mind the following rules and notes when working with L2CGRE tunnels:

« L2GRE tunnels are supported only on GigaVUE-HCI-Plus,GigaVUE-HC]1, GigaVUE-HC2
CCv2, GigaVUE-HC3CCv1 and CCv2, GigaVUE-TA40, GigaVUE-TAT00, GigaVUE-TA200,
GigaVUE-TA25, ,GigaVUE-TA400 and DELL S4112F-ON devices.

» L2GRE tunnel encapsulation and decapsulation is NOT supported on GigaVUE-HC2
CCvl.

» A maximum of 1500 L2GRE IDs are supported.
« |Pv6 protocol is not supported with L2GRE tunnels.
= Ingress VLAN tagging and Tool Mirror features are not supported with L2GRE tunnels.

« Filtering of Q-in-Q packets is not supported with L2GRE tunnels except on GigaVUE-
TA400.

« Map-passall is not supported for the circuit port that encapsulates or decapsulates the
L2GRE packet.

When configuring a map for L2ZGRE encapsulation, you cannot configure a combination
of a regular tool port and L2GRE encapsulation tunnel as part of the "To" ports.

= Any encapsulated packet that exceeds the MTU value configured for the IP interface
will be discarded because IP fragmentation and reassembly of packets are not
supported.

» L2GRE tunnel encapsulation is not supported on circuit GigaStreames.

» Flow mapping that is configured on the circuit port used for L2ZGRE decapsulation will
filter only the inner packet attributes along with L2GRE-ID. Any other non-tunneled
packets that ingress on this circuit port will not be filtered or redirected to tool ports,
even if it matches the rules configured on the map.

« GigaSMART operations cannot be combined with L2GRE decapsulation in the same
map.

« L2GRE tunnel decapsulation is supported only on encapsulated packets that are not
tagged. On GigaVUE-TA400, L2GRE tunnel decapsulation is supported on encapsulated
packets that are both tagged and untagged.

« Inner VLAN qualifier is not supported on the port in which the L2GRE tunnel
decapsulation is enabled except on GigaVUE-TA400.
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« L2GRE ID qualifier is available as part of existing static templates. Following table
provides details about the platforms for which the static templates are available:

GigaVUE- GigaVUE-HC3/GigaVUE-
HC2 TA100/TA200/TA200E/TA2
(CCv2)/ 5/ITA25E/
GigaVUE-
HC1 TA400
IGigaVUE-
TA40
IPv4 No Yes
IPv6 Yes Yes
IPv4+UD No Yes
A
IPv4+M Yes Yes
AC
UDA Yes Yes

Configure L2GRE Tunnel to Encapsulate Traffic

Before creating a L2GRE tunnel to encapsulate traffic, refer to the L2ZGRE Tunnel
Configuration—Rules and Notes.

The following table summarizes the required tasks to configure a L2GRE tunnel for

encapsulating the traffic:

S.No Task Refer to...
1. Configure the required circuit port. Configure Ports
2. Configure an IP interface and attach the circuit port | Configure IP Interface
that you created in task 1.
3. Configure a L2GRE tunnel for encapsulation and Create Tunnel

attach the IP interface that you created in task 2.
Ensure that you select the Type as L2GRE and the

Mode as Encapsulation.
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S.No Task

4 Create a L2GRE group for a device and add all the Create VXLAN / L2GRE Group
L2GRE IDs that are specific to the device.

Refer to...

device in task 4.

5. Configure the L2GRE ID either at the chassis-level or | Configure L2GRE / VXLAN Identifier
at the port-level to help identify the encapsulation
tunnel. You must use one of the L2GRE IDs that you
have already added in the L2GRE group for the

configuring a map:

source port of the map.

map.

6. Configure a map to encapsulate the L2GRE traffic. Create a New Map
Ensure that you add the following details when

e Ifyou have configured the L2GRE ID for the
chassis, you can configure any network port on
the chassis as the source port of the map.

e If you have configured the L2GRE ID for a network
port, you must configure that network port as the

e Configure the encapsulation tunnel that you
created in task 3 as the destination port of the

e Specify the required pass/drop rule in the map to
filter the traffic based on inner packet attributes
or L2GRE ID for the template configured.

Configure L2GRE Tunnel to Decapsulate Traffic

Before creating a L2GRE tunnel to decapsulate traffic, refer to the L2ZGRE Tunnel

Configuration—Rules and Notes.

The following table summarizes the required tasks to configure a L2GRE tunnel for

decapsulating the traffic:

S.No Task

Refer to...

1. Configure the required circuit port.

Configure Ports

2. Configure an IP interface and attach
the circuit port that you created in task
1.

Configure IP Interface

3. Configure a L2GRE tunnel for
decapsulation and attach the IP
interface that you created in task 2.
Ensure that you select the Type as
L2GRE and Mode as Decapsulation.

Create Tunnel

4 Create a L2GRE group for a device and
add all the L2GRE IDs that are specific

Create VXLAN / L2GRE Group
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S.No Task Refer to...

to the device.

5. Configure a map to decapsulate the Create a New Map
traffic. Ensure that you add the IP
interface that you created in task 2 as
the source of the map and specify the
required pass/drop rule in the map to
filter the traffic based on inner packet
attributes or L2GRE ID for the template
configured.

About Virtual Extensible LAN (VXLAN) Tunnels

VXLAN is a simple tunneling mechanism that allows overlaying a Layer 2 (L2) network over a
Layer 3 (L3) underlay with the use of any IP routing protocol. It uses MAC Address-in-User
Datagram Protocol (MAC-in-UDP) encapsulation. A remote device, such as the Gigamon
cloud, GigaVUE TA Series, GigaVUE HC Series, or a customer-specific device, encapsulates
the filtered traffic, adds an encapsulation header that consists of Layer 2 + IP + UDP + VXLAN
headers. The encapsulated packet is sent out of the circuit port, which is connected to the
public network (the Internet). This packet is routed in the public network to reach the main
office site. The packet is ingressed at the circuit port configured in the GigaVUE-H Series or
GigaVUE-TA Series device at the main office. After validation of the source port, destination
port, and VXLAN Network Identifier (VNI) of the packet, the VXLAN tunnel header will be
removed and the inner payload will be sent to the tools based on the map rules configured.

The following figure illustrates the VXLAN tunnel encapsulation and decapsulation.

’ - = 5 —
—r e = T = = = —— = .
VXLAN Encapsulated Decapsulate

Traffic VXLAN Tunnel VXLAN Encapsulated
Traffic

Figure 31 VXLAN Tunnel Encapsulation and Decapsulation

In this diagram, traffic is tapped on a GigaVUE-TA200 device at a remote site, and then it is
tunneled through VXLAN encapsulation across the network before it reaches the
GigaVUE-HC3 device at the main office site, which is connected to the actual tools. The
tunnel decapsulation is executed on an ingress circuit port (IP interface). After tunnel
decapsulation, the packet is presented to the flow mapping module to filter based on map
rule parameters.

Refer to the following sections for details about VXLAN tunnels:

» VXLAN Tunnel Configuration—Rules and Notes
» Configure VXLAN Tunnel to Encapsulate Traffic
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« Configure VXLAN Tunnel to Decapsulate Traffic
VXLAN Tunnel Configuration—Rules and Notes

Keep in mind the following rules and notes when working with VXLAN tunnels:

« VXLAN tunnels are supported only on GigaVUE-HCI, GigaVUE-HC2 CCv2, GigaVUE-HC3,
GigaVUE-TA40, GigaVUE-TA100, GigaVUE-TA200, ,GigaVUE-TA400 and GigaVUE-TA25,
devices.

« VXLAN tunnel encapsulation and decapsulation is NOT supported on GigaVUE-HC2
CCvlirrespective of the hardware version.

« A maximum of 1500 VXLAN IDs are supported.

« Flow mapping that is configured on the circuit port used for VXLAN decapsulation will
filter only the inner packet attributes along with VXLAN-ID. Any other non-tunneled
packets that ingress on this circuit port will not be filtered or redirected to tool ports,
even if it matches the rules configured on the map.

» |PVv6 protocol is not supported with VXLAN tunnels.
» Ingress VLAN tagging and Tool Mirror features are not supported with VXLAN tunnels.

» Any encapsulated packet that exceeds the MTU value configured for the IP interface
will be discarded because IP fragmentation and reassembly of packets are not
supported.

« VXLAN tunnel encapsulation is not supported on circuit GigaStreames.

« VXLAN tunnel decapsulation is supported only on encapsulated packets that are not
tagged. On GigaVUE-TA400, VXLAN tunnel decapsulation is supported on
encapsulated packets that are both tagged and untagged.

« GigaSMART operations cannot be combined with VXLAN decapsulation in the same
map.

« Map-passall is not supported for the circuit port that encapsulates or decapsulates the
VXLAN packet.

»  When a circuit port is configured for VXLAN tunnel decapsulation, you cannot use the
port in any other regular map in which a network port is configured as the source port.

« Inner VLAN qualifier is not supported on the port in which the VXLAN tunnel
decapsulation is enabled except on GigaVUE-TA400.

« VXLAN ID qualifier is available as part of existing static templates. Following table
provides details about the platforms for which the static templates are available:
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Platform
GigaVUE-HC2 GigaVUE-HC3
Template | ccy2) /GigaVUE-
GigaVUE-HC1 TA100/TA200/TA200
/GigaVUE- E/
Ut TA25/TA25E/
TA400
IPv4 No Yes
IPv6 Yes Yes
IPv4+UDA No Yes
IPv4+MAC Yes Yes
UDA Yes Yes

Configure VXLAN Tunnel to Encapsulate Traffic

Before creating a VXLAN tunnel to encapsulate traffic, refer to the VXLAN Tunnel

Configuration—Rules and Notes.

The following table summarizes the required tasks to configure a VXLAN tunnel for

encapsulating the traffic:

S.No Task Refer to...
1. Configure the required circuit port. Configure Ports
2. Configure an IP interface and attach the circuit port | Configure IP Interface
that you created in task 1.
3. Configure a VXLAN tunnel for encapsulation and Create Tunnel

attach the IP interface that you created in task 2.
Ensure that you select the Type as VXLAN and the

Mode as Encapsulation.
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S.No

Task

Create a VXLAN group for a device and add all the
VXLAN IDs that are specific to the device.

Refer to...

Create VXLAN / L2GRE Group

Configure the VXLAN ID either at the chassis-level or
at the port-level to help identify the encapsulation
tunnel. You must use one of the VXLAN IDs that you
have already added in the VXLAN group for the
device in task 4.

Configure L2GRE / VXLAN Identifier

Configure a map to encapsulate the VXLAN traffic.

Ensure that you add the following details when

configuring a map:

e Ifyou have configured the VXLAN ID for the
chassis, you can configure any network port on
the chassis as the source port of the map.

e [f you have configured the VXLAN ID for a
network port, you must configure that network
port as the source port of the map.

e Configure the encapsulation tunnel that you
created in task 3 as the destination port of the
map.

e Specify the required pass/drop rule in the map to
filter the traffic based on inner packet attributes
or VXLAN ID for the template configured.

Create a New Map

Configure VXLAN Tunnel to Decapsulate Traffic

Before creating a VXLAN tunnel termination, refer to the VXLAN Tunnel Termination—Rules

and Notes.

The following table summarizes the required tasks to configure a VXLAN tunnel for
decapsulating the traffic:

S.No

Task

Configure the required circuit port.

Refer to...

Configure Ports

Configure an IP interface and attach the circuit port
that you created in task 1.

Configure IP Interface

Configure a VXLAN tunnel for decapsulation and
attach the IP interface that you created in task 2.
Ensure that you select the Type as VXLAN and
Mode as Decapsulation.

Create Tunnel

Create a VXLAN group for a device and add all the
VXLAN IDs that are specific to the device.

Create VXLAN / L2GRE Group

Configure a map to decapsulate the traffic. Ensure

Create a New Map
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S.No Task Refer to...

that you add the IP interface that you created in
task 2 as the source of the map and specify the
required pass/drop rule in the map to filter the
traffic based on inner packet attributes or VXLAN ID
for the template configured.

Create Tunnel

You can create tunnels on the encapsulation side and/or decapsulation side. To create a
tunnel:

1. From the device view, go to Ports > Tunnels.
Click New. The Tunnel configuration page appears.

In the Alias and Description fields, enter the name and description of the tunnel.

INNIVEEN

From the Type drop-down list, select one of the following options:

o Circuit-ID—to create Circuit-ID tunnels.
o VXLAN—to create VXLAN tunnels.
o L2GRE—to create L2GRE tunnels.

5. Select one of the following modes:

o Encapsulation—Select this mode to send the encapsulated traffic to the destination
node that resides in another cluster.

o Decapsulation—Select this mode to decapsulate the traffic received from the
source node that resides in another cluster.

6. In the Circuit-ID field, enter the circuit ID used to encapsulate or decapsulate the
traffic. You can enter multiple circuit-IDs when you create a circuit-ID tunnel for
decapsulation.

NoTE: This field is available only when you select Circuit-ID in the Type drop-
down list.

7. In the Destination IP Address field, enter the IPv4 address of the destination node.

NoTE: This field is available only when you select VXLAN or L2GRE in the Type
field and the Mode as Encapsulation.

8. In the L4 Source Port field, enter the layer 4 source port number.

NoTE: This field is available only when you select VXLAN in the Type field and
the Mode as Encapsulation.

9. From the Attached entity drop-down list, select the required entity based on the
tunnel type you are creating:
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o Ifyou are creating a Circuit-ID tunnel, this field is available only when you select the
Mode as Decapsulation. Ensure that you attach the required circuit ports or circuit
GigaStreams.

o Ifyou are creating a VXLAN tunnel or a L2GRE tunnel, ensure that you select the IP
interface to which you have attached the circuit port.

10. Click OK.

The newly added tunnel appears in the Tunnels listing page.
Create VXLAN / L2GRE Group

You can create a VXLAN or L2GRE group for a GigaVUE HC Series or a GigaVUE TA Series
device and add all the VXLAN IDs or the L2GRE IDs that are specific to the device. You can
add a maximum of 1500 IDs per system. To create a VXLAN or L2GRE group:

From the device view, go to Ports > Tunnels > VXLAN / L2GRE Groups.

Click New. The VXLAN / L2GRE Group page appears.

In the Alias and Description fields, enter the name and description of the group.
Select either VXLAN or L2GRE based on the group that you want to create.

From the Box ID drop-down list, select the required box ID of the device for which you
want to create the group.

Click Add ID, and then enter the VXLAN ID or L2GRE ID for the device.

Repeat step 6 to add multiple VXLAN IDs or L2GRE IDs for the device, and then click
OK.

ua b NN -

N o

NoOTE: Ensure that you create a VXLAN or L2GRE group and add the required IDs to
the group before you assign the VXLAN or L2GRE IDs to the map you create for
tunnel termination.

The ingress packets to the VXLAN tunnels must have a matching L4 destination port
configured without which the packets will be discarded. To configure the L4 Destination
Port :

Click Actions on the VXLAN / L2GRE Group page and select Configure VXLAN Global.
Select the required Box ID.

Enter the L4 Destination Port value. Default value is 4789.
Click OK.

A WN

NoTE: The L4 Destination port is configured globally on the chassis and thus affects
all the VXLAN tunnels on the box.
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Configure L2GRE / VXLAN Identifier

The L2GRE or VXLAN IDs that you have added in the L2GRE or VXLAN group created for a
specific device must be configured either at the chassis-level or at the network port-level.
The ID that you configure for the network port overrides the ID configured for the chassis.
The L2GRE or VXLAN IDs help to identify the respective tunnels.

Configure L2GRE / VXLAN Identifier for a Chassis

To configure L2GRE or VXLAN ID for a chassis:

1.  On the left navigation pane, click a and then select Physical > Nodes.In the
Physical Nodes page, select the node for which you want to configure the L2GRE or
VXLAN ID.

2. From the left navigation pane, go to System > Chassis.

Go to List View, and then select the Box ID for which you want to configure the L2GRE
or VXLAN ID.

4. From the Actions drop-down list, select Configure L2ZGRE/VXLAN ID.
5. Enter either the L2GRE ID or the VXLAN ID in the respective field.

NoOTE: You cannot specify both L2GRE ID and VXLAN ID for a chassis.

6. Click OK.

Configure L2GRE / VXLAN Identifier for a Network Port

To configure L2GRE or VXLAN ID for a network port:

1.  On the left navigation pane, click a and then select Physical > Nodes. In the
Physical Nodes page, select the node for which you want to configure the L2GRE or
VXLAN ID.

2. From the left navigation pane, go to System > Ports > Ports > All Ports.

Select the network port for which you want to configure the L2GRE or VXLAN ID, and
then click Edit. The Ports page appears with the details of the port selected.

4. Under the Parameters area of the page, enter either the L2GRE ID or the VXLAN ID in
the respective field.

NOTE: You cannot specify both L2GRE ID and VXLAN ID for a network port.

5. Click OK.
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View VXLAN / L2GRE ID Statistics

You can view the statistics such as the number of packets and bytes that were decapsulated
using a VXLAN ID or a L2GRE ID for a device. To view the VXLAN /L2GRE ID Statistics page,
go to Ports > Tunnels > Statistics. Figure 32VXLAN / L2GRE |ID Statistics illustrates the
statistics.

VXLAN/L2GRE ID Box ID VXLAN/L2GRE Group Type Packets Rx Bytes Rx [+]
1 1 12gre_alpha_group L2GRE 1000 128000

2 1 12gre_alpha_group L2GRE 0 0

Figure 32 VXLAN /L2GRE ID Statistics

The following table describes the VXLAN or L2GRE |ID statistics:

Statistic Description

VXLAN/L2GRE ID The VXLAN or L2GRE identifier that is
specific to the device.

Box ID The box identifier of the device.

VXLAN/L2GRE Group The name of the group created for the
device.

Type The type of group—VXLAN or L2GRE.

Packets Rx The number of packets that were

decapsulated using the VXLAN or L2GRE ID.

Bytes Rx The total bytes that were decapsulated
using the VXLAN or L2GRE ID.

To export the statistics to a CSV file, click the ‘+" icon and then select Download all data as
CSV.

Note:The bulk CSV download window does not generate the correct CSV file.

To clear the VXLAN statistics, click Clear Stats > Clear All VXLAN Stats. To clear the L2GRE
statistics, click Clear Stats > Clear All L2GRE Stats.

Packet Capture (PCAP)

Starting from software version 5.16.00, you can configure Packet Capture (PCAP) from
GigaVUE-FM. Both GigaVUE-FM and the devices must be running software version 5.16.00
and greater. Use the PCAP feature to analyze the network traffic and to troubleshoot any
performance issues.
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GigaVUE-FM allows you to configure packet capture at the ingress port or egress port or
both. The port must be a physical port. The port type used for packet capture can be
network, tool, hybrid, inline tool, or inline network port. Packet capture is not supported on
GigaSMART ports or back plane ports.

NoTE: PCAP feature is enabled by default. To disable/re-enable PCAP, contact
Gigamon customer support. Once disabled, the corresponding PCAP configurations
will not work.

Supported Devices

Packet capture functionality is supported on the following devices:

e GigaVUE-HCI

» GigaVUE-HCI-Plus
o GigaVUE-HC2

e GigaVUE-HC3

» GigaVUE-TA25

» GigaVUE-TA25E

» GigaVUE-TAIO0

e GigaVUE-TA200

» GigaVUE-TA200E
* GigaVUE-TA400

You can configure PCAP on both standalone nodes as well as on nodes that belong to a
cluster. For non-leader ports, PCAP can be configured only from the leader node.

To configure packet capture, you must define filters to capture specific traffic based on rules.
You can specify the following criteria in the rules:

Criteria Description

Source IPv4 address The source and destination IPv4 address. You can also specify a wild card with
Destination IPv4 address an IP mask.

Internet protocol Valid Internet protocol

Layer 4 destination port Layer 4 destination port number

number

Layer 4 source port number | Layer 4 source port number

TCP flags TCP flags to indicate the state of connection

You can specify the criteria in any combination. Packets matching the defined criteria are
captured and saved as pcap files.

Refer to the following sections for details:
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¢ Rules, Notes, and Limitations
Packet Capture (PCAP)

e Configure PCAP Profile
View PCAP Files

Rules, Notes, and Limitations

Refer to the following rules and notes:

e You can configure a maximum of 64 filters on a node.

e The number of ports on which packets can be simultaneously captured is 4.
e You can configure the same filter on multiple ports.

* You can configure multiple filters on the same port.

» When you configure multiple filters, the traffic matching each filter is stored in a separate
PCAP file.

* |tisrecommended that you configure a maximum of four PCAP sessions at a time. If you
configure more than four PCAP sessions, the time taken to capture the packets in the
PCAP file increases. For GigaVUE-TA400 devices, you can only configure one
PCAP session at a time.

* |Pv6 addresses are not supported.

e The Layer 4 source and destination ports can be specified as a port number only. A range
of ports is not supported.

e PCAP Alias must not exceed ten characters.
e The port type of stack is not supported on the capture port or the channel port.
¢ GigaSMART engine ports are not supported.

¢ Inline network groups are not supported. Specify up to 4 individual ports for packet
capturing.

¢ Q-in-Q packets cannot be captured in the egress port.
o Bursty traffic! (size > 6 MB per second)2 cannot be captured in the PCAP file.

¢ In GigaVUE-HC2 GigaSMART module , the pcap files will be captured as per the
configuration, but the packet hit count cannot be retrieved.

Configure PCAP Profile

To configure PCAP through GigaVUE-FM:

TUnexpected or sudden network traffic volume peaks and troughs based on various factors.
2This metric is for the chassis (and is not applicable for a single PCAP).
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1. From the device view, go to Ports > Ports > All Ports.
2. Select the required port/ports for which you need to configure PCAP.

NoTE: You can configure PCAP only for a maximum of four ports at a time.

3. Click Action and select Configure PCAP.

The Action button is disabled:

» |f you select more than four ports.
« |f you do not select any port.
e |f you select GigaSMART Engine ports or other unsupported port types.

If the PCAP feature is disabled by the customer support team, a banner notification is
displayed.

The Action button is hidden:

e For G-TAP devices.

» For devices running software version less than 5.16.00 and managed by GigaVUE-
FM.

4. Select or enter the following details:

Field Description

Alias Name of the packet capture filter
Direction The direction of traffic. Can be:
¢ RXx
o TX
« Both

Channel Port | The channel port identifier for the packet capture filter.

The channel port is any unused port that does not have any map
configuration. In addition, the channel port must be on the same node
as the capture port. Finally, the channel port must be administratively
enabled and must remain enabled while a packet capture filter is
configured. You must specify one channel port for each transmitted or
both direction. A channel port is not needed for received direction.

Packet Limit | The number of packets to capture. . Use the packet limit to stop
packet capture after a specified number of packets have been
captured.
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Field Description

PCAP Rules The rules are based on which the traffic will be filtered. Select the
required rule:

¢ Source IPv4: The source IPv4 address and IP mask or a wildcard with an IP mask.

« Destination IPv4: The destination IPv4 address and IP mask or a wildcard with an
IP mask.

e Protocol: The valid protocols and their hex values are as follows:
e ipve-hop (OxO
e icmp-ipv4 (0x1)
e igmp (0x2)
o ipv4ov4 (0x4)
e tcp (Oxo)
o udp (Ox11)
e ipv6 (0x29)
e rsvp (Ox2E)
o gre (Ox2F)
e icmp-ipv6 (0x3A)
e A custom-defined value can also be defined in 1 byte hex.
o Port Source: The Layer 4 source port number, from O to 65535. A range of ports is
not supported.

« Port Destination: The Layer 4 destination port number, from O to 65535. A range of
ports is not supported.

e« TCP Control: TCP control bits, such as SYN, FIN, ACK, URG, as 1 byte hex values.

5. Click Save to save the configuration.

The captured packets are stored as pcap files. When multiple filters are configured, the
traffic matching each filter is stored in separate pcap files under /var/log/tmp directory in
device. Refer to View PCAP Files for details on viewing the PCAP files.

To configure PCAP from device CLI, refer to the GigaVUE-OS CLI Reference Guide.
View PCAP

To view the configured PCAPs:

1. Click Action and select View PCAP.
2. The configured PCAPs can be viewed.

Delete PCAP

To delete the configured PCAPs:
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1. Click Action and select Delete PCAP.
2. Select the required PCAP configurations that you want to delete.

Refer to the GigaVUE-OS CLI Reference Guide for details on configuring PCAP from CLI.
View PCAP Files

You can view and download the PCAP files from GigaVUE-FM. To view the PCAP files:

1. On the left navigation pane, click a and then select Physical > Nodes

2. Select a cluster ID, and then from the left navigation pane, go to Support > Debug >
PCAP.

@ FMTAI0-38-29 > PCAP - Debug Files

Ll | & Back to Nodes Delete
< Overview Box Id File Name TimeStamp Size
Health
9 pcap_xltest 2022_05_16_18_37.pcap 2022-05-16 18:40:09 29.26 MB
s Save Config...
9 pcap_x2pcap_2022_05_16_18_41.pcap 2022-05-16 18:41:24 15KB
SYSTEM
Chassis
> Ports
> GigaSMART
> Inline Bypass
TRAFFIC
> Maps
SETTINGS
> Settings
> Rolesand ...
SUPPORT
Logs
v Debug
Sysdump
GigaSM...
I PCAP
D

About

) & < Go to Page: 1 of 1 > ] Total: 2

3. Select the required PCAP file(s):
» Click Download to download the file. You can download only one file at a time.
» Click Delete to delete the PCAP files.

Flow Mapping®

This chapter provides the following information about flow mapping:
« About Flow Mapping®
« Manage Maps
» Flow Mapping® FAQ
= Configure Active Visibility
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About Flow Mapping®

This section describes what is Flow Mapping® and how to apply it to GigaVUE H Series and
TA Series nodes. Refer to the following sections for details:

« Flow Mapping® Overview

» Get Started with Flow Mapping®

» Flow Map Syntax and Construction

«  Work with Map-Passalls and Port Mirroring in GigaVUE-FM
= Port Access and Map Sharing

«  Map Examples

Flow Mapping® Overview

Flow Mapping® is the technology found in GigaVUE nodes that takes line-rate traffic at 1Gb,
10Gb, 40Gb, or 100Gb from a network TAP or a SPAN/mirror port (physical or virtual) and
sends it through a set of user-defined map rules to the tools and applications that secure,
monitor, and analyze IT infrastructure. Flow Mapping® provides superior granularity and
scalability above and beyond the capabilities of connection and ACL filter based
technologies by addressing the problems inherent when going beyond small numbers of
connections or when more than one traffic distribution rule is required.

Flow Mapping® can granularly filter and forward traffic to specific monitoring tools through
thousands of map rules with criteria based on over 30 predefined Layer 2, Layer 3, and Layer
4 parameters including IPv4/IPv6 addresses, application port numbers, VLAN IDs, MAC
addresses and more. Users can also define custom rules that match specific bit sequences in
the traffic streams, applying Flow Mapping® to tunneled traffic, specialized applications and
even higher-layer protocols.

In addition, IT operations can deploy Visibility as a Service (VaaS), taking advantage of the
Flow Mapping® role based access control (RBAC) features on GigaVUE nodes. Users can
be given access to traffic based on their needs without interfering with the monitoring
operations of the other teams. This helps protect compliance and privacy protocols and
allows teams to dynamically react when needed for increased efficiency.

Flow Mapping® can be combined with GigaSMART technology to provide packet
modification and intelligent capabilities like de-duplication and packet slicing, making tools
more efficient by reducing the number and size of packets they have to store and process.
Header stripping and de-tunneling functions provide tools access to protocols and data they
would otherwise by blind to.
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When multiple GigaVUE nodes are in a stacked or clustered configuration, Flow
Mapping® enables traffic to be sent from any network port to any tool port, expanding
visibility beyond a single rack, row, or data center. GigaSMART can be leveraged on all traffic
flow, accepting traffic from any network port and regardless of where the GigaSMART
hardware is located within the stack or cluster.

Get Started with Flow Mapping®

You can manage packet distribution in both the GigaVUE-OS command-line interface (CLI)
and GUI (GigaVUE-FM). Both interfaces allow you to perform all packet distribution tasks:

» designating ports as network or tool ports

»  Setting up map rules

=  Mapping network ports to tool ports

= mMany other such functions

NOTE: These tasks can also be performed with the GigaVUE-FM APIs. For more
information about the APIs, refer to GigaVUE-FM REST API Reference in GigaVUE-
FM User's Guide.

For the setup of a few simple maps, refer to the following sections for examples:

« Example: How to Create a Simple Map
« Example: How to Handle Overlaps when Sending VLANs and Subnets to Different Tools

Check Status of Nodes and Ports

Before configuring maps, check the status of line cards, modules, and ports. To view the
status of line cards and modules, select Chassis from navigation pane and select Table view.
For more information about the Chassis page, refer to the “Chassis” section in the
GigaVUE-OS and GigaVUE-FM Administration Guide. From the left navigation pane, go to
System > Ports > Ports > All Ports to see a table with details about each port. For more
information about ports, refer to About Ports and Managing Ports.

Designated Port Types

Ports on GigaVUE-OS nodes can be one of the following types:

»  network

«  tool

» stack

« inline-network
« inline-tool

« hybrid
» Circuit
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NoTE: Not all port types are supported on all platforms. Inline-network and inline-tool
port types are only supported on GigaVUE HC Series nodes, GigaVUE-TA25 and
GigaVUE-TA200.

About Shared Collectors

GigaVUE nodes let you create map rules that direct traffic on any network port or ports to
any tool ports. Traffic can be dropped intentionally using the drop rule or any packets that
do not match any other rule in the map can be sent to the collector. Shared collectors are
set up to capture any packets that do not fulfill the map criteria but may be required by
other tools.

NoTE: If a shared-collector destination for a set of network ports is not defined, non-
matching traffic is silently discarded.

When assigning the priorities to map rules on GigaVUE HC Series nodes, GigaVUE-TA25 and
GigaVUE-TA200, the first rule setup will also have the highest priority unless specified by the
user. The shared collector rule is the only exception because it will always have the lowest
priority even if configured first. This means that an incoming packet will be matched against
all the rules in the same map and when not matched with any rules, it be forwarded to the
designated tool port for the collector.

A GigaStream or multiple sets of GigaStream can also be set as destination for a collector
port by using the GigaStream alias.

In cases, where multiple network ports are sharing the multiple maps, packets that do no fit
any of the maps can be sent to the shared collector.

No Map Statistics for Shared-Collector Only

A shared collector is intended to be used with other maps. For example, use a shared
collector with a regular map containing at least one rule. If there is a shared collector but no
other map, there will be no map statistics.

Shared Collector Configuration

A shared-collector is a special type of map configured with only a set of Source ports shared-
collector ports or GigaStream. Rules, priority settings, GigaSMART operations and
destination ports are not allowed in shared-collector maps. In GigaVUE-FM, the collector
ports can be selected from a list of tool or hybrid ports.
To create a shared-collector map, do the following:

1. Select Maps > Maps > Maps.

2. Click New.

3. Type an alias in the Alias field to identify this map. For example, shared_collector.
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4. For Type, select Regular.
5. For Subtype, select Collector.

6. Click in the Source field and select a network port..

NOTE: Ports already used as source ports in the orchestrated configuration will not be
listed in the drop-down.

7. Click in the Destination field and select the tool or hybrid ports that will be the shared-
collector ports for the map. The map should look similar to the map shown in the
following figure.

~ Map Info

Map Allas  shared_collector

Comments
Type Regular |Z|

Sub Type  Collector |Z|
~ Map Source and Destination

Port Editor

Source 1B * -

Destination 3 0o || @ o < || @ rm7 -

n 1118 =

GSOP None |z|

~ Map Rules

Quick Editor Import Add a Rule

“ Map Order

Priority [-]

NOTE: Shared-collector maps do not include any rules, priority settings, or
GigaSMART operations. These are grayed out in the Ul when Collector is select
for the map's subtype.

8. Click Save.

In Figure 33Shared Collector Map, the Maps page shows the shared-collector map shared_
collector with the standard components. The Source ports match those used by a set of
normal flow maps. The Destination ports are the collector ports are where you want to send
any packets not matching the normal flow maps.
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[ 4 wias

5

GTP-Sampling-2

[F]  Openstack vraffic_toWireshark

[[]  shared_collector

Type
secondLevel
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regular

Figure 33 Shared Collector Map

About Map-passall Maps

No of
Sub Type Source Rules

flowSample  vport elias_test 1

byRule viunnelendpo 1
intForOpenstack

collector 1/1/x8 0

GS0P

Priority

grp_flow_sampling elias_test 1

GigavueVM_Tunnel

1

Access Level Destination

admin

admin

admin

/x4

toRSASecurityAn
alytics
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1/1/%10,
W17,
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Map-passall maps provide a way to specify a destination for packets without any filtering on
a set of network ports. As indicated by the name, all traffic is passed through. A map-passall

may share the network ports with a map which filters using map rules.

The same logic as set for Shared Collector can be set for map-passall. That is, that Map-
passall can be set to a GigaStream alias or multiple GigaStream aliases or a single tool port
or multiple tool ports. To set the Destination, use the same map range configuration.

Map-Passall and Regular Byrule Map

When you configure a Regular Byrule Map with more than one Network port, these

individual Network ports are part of a Separate Map-Passall with different destinations.
Therefore, all traffic received on each Network port is expected to reach all Map-Passall

destinations.

Map-Passall and Shared-Collector Only

If a map-passall and a shared-collector both use the same network source port and there are
no other maps, such as a regular map containing at least one rule, all traffic will be passed to

the shared-collector.

Map-passalls Configuration

A map-passall map is a special type of map configured with only a set of Source ports and
Destination ports or GigaStream. Map rules and GigaSMART operations are not allowed in

passall maps.

Map-passalls

The web-based GigaVUE-FM interface for GigaVUE-OS nodes provides an all traffic Pass All
subtype selection for regular maps that performs the same function as a map-passall in the
CLI. Making this selection inGigaVUE-FM turns the map into a map-passall, delivering all
traffic from the selected network ports to another tool port or GigaStream on any line card in
the same node, irrespective of the other packet distribution. Although the names are
different inGigaVUE-FM and the CLI, the two features are identical.
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Define Map Source Port Lists

You can configure more than one map with the same source ports in the Source field in a
map.

The source port list of one map must be exactly the same as the source port list of another
map (have the same ports as well as the same number of ports) and it must not overlap with
the source port list of any other map.

For example if mapl has Source ports 1/1/x4, 1/1/x5, and 1/1/x6 already configured:

= mMap2 Source ports 1/1/x5, and 1/1/x6 can also be configured

=  map3 Source ports 1/1/x3, 1/1/x4, 1/1/x5 cannot be configured because ports x4 and x5 are
in both maps (they overlap)

Share Network Ports Between Maps

Network ports can be shared between a regular map and a map passall, as follows:

. theregular map has network ports 1/1/x3..x4
. the passall map has network port 1/1/x4

When there are overlapping network ports and shared tool ports between a regular map
and passall map, the map passall tool ports or GigaStream will receive traffic from the
network ports configured on the regular map, in addition to the traffic from its own network
port or ports.

In the configuration above, the map passall will also receive traffic from 1/1/x3.

NOTE: A shared collector map and a regular map should have exactly the same set of
network ports. (This is the correct use case.) Overlapping network ports should not be
configured for collector maps. (This is an incorrect use case whether the overlapping
ports are a subset or a superset of the network ports.)Network ports cannot be
shared between a regular map and a shared collector map.

Share Tool Ports Between Maps

When a map passall and shared collector share the same tool ports, removing the shared
tool ports from the passall map may affect the shared collector traffic. The workaround is to
not share the same tool ports between a map passall and a shared collector.

Map Priority

Packets matching multiple maps in a configuration are sent to the map with the highest
priority when the network ports are shared among multiple maps with pass-by map rules.
By default, the first map configured has the highest priority; however, you can adjust this.

In GigaVUE-FM, the Ul displays the maps from highest priority to lowest as top to bottom.
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Maps sharing the same source port list are grouped together for the purpose of prioritizing
their rules. Traffic is subjected to the rules of the highest priority map first and then the rules
of the next highest priority map and so on. Within a map, drop rules are applied first and
then pass rules, in other words, drop rules always have higher priority than pass rules.
Currently when a map's source port list is defined the map is grouped/prioritized with other
maps sharing the same source port list. Newly configured maps are added as the lowest
priority map within the group when initially configured unless changed by the user.

NoTE: Shared collector will always go to the lowest priority when setting up maps.

Adjust Map Priority in GigaVUE-FM

Before you get started adjusting map priority, start by reviewing the current map priorities
in place by opening the Maps page and viewing the priority of the maps in the Priority field.
For example, Figure 34Map Priorities shows three maps MyMapl, MyMap2, and MyMap3 with
the same source port 1/1/x8. The Priority column in the table shows the current priority of
each map.

# Alias ‘Comments Type Sub Type Source No of Rules GSOP Priority  Access Level Destination

GTP-Sampling-2 secondlLevel flowSample vport_elias_test 1 gtp_flow_sampling_elias_test 1 admin 117x4

MyMap1 regular byRule 11/x8 1] 1 admin 1117

MyMap2 regular byRule 1/1/x8 0 2 admin 1/1/x10

MyMap3 regular byRule 1/1/x8 0 3 admin 1/1/x15

OpenStack_vTraffic_toWireshark regular byRule vTunnelEndpointFor0 1 GigavueVM_Tunnel 1 admin toRSASecurityAnalytics
penStack

Figure 34 Map Priorities

Then, once you have reviewed the existing hierarchy of map priorities, you can fine-tune the
priority of maps by using the Priority field in the map to select one of the following:

« Highest (top)—set the map to the highest priority
« After map - <map-alias> — set the map priority after the map with the specified alias.
» Lowest (bottom)—set the map priority to the lowest priority

Flow Map Syntax and Construction

This section provides information about map types, map rules, and working with map
passalls.

Map Types

Map configuration consists of several parameters, including the following:
=« Source—Specifies the source ports for the map.
« Destination—Specifies the destination ports for the map.
« Type—Specifies the type of map.
« Rules—Specifies the rules for the map.
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« Subtype—Specifies map subtype.
» GSOP—Specifies a GigaSMART operation.

There are four types of maps, with the map type being determined by the Source and
Destination as well as the map rules as follows:

« Regular—Specifies a regular map type, with the Source parameter specifying network
or hybrid ports, or single inline-network or single inline-tool ports (for out-of-band
maps) and the Destination parameter specifying tool, hybrid, or GigaStream ports.

When the subtype for a Regular map type is By Rule, a Pass Traffic option for No Rule
Matching is available. Selecting Pass Traffic specifies what to do with traffic that does
not match any rule in a map that only has drop rules. This argument changes the
default behavior of drop to pass in a drop-only map. If you do not use this argument
and there are only drop rules in a map, the default behavior is that all traffic not
matching the rules will be dropped, or, if a shared collector is configured, traffic will be
sent to the shared collector. However, if you use the Blacklisting option and there are
only drop rules in a map, traffic will be passed rather than dropped.

« inline—Specifies an inline map type, with the Source parameter specifying inline-
network pairs or inline-network-groups and the Destination parameter specifying
inline-tool pairs, inline-tool-group, inline-serial, or bypass.

« First Level—Specifies a first level map type, with the Source parameter specifying
network or hybrid ports and the Destination parameter specifying virtual ports, used
with GigaSMART operations.

When a First Level map type is selected, a Control Traffic option is available. This
option is for GTP applications to pass GTP control traffic (GTP-c) to all GigaSMART
enginesin a GTP engine group. To enable GTP-c, select Control.

NoTe: Configuring First Level map with source parameter containing a non-
TA25 port, destination parameter containing both virtual port and
GigaVUE-TA25 port combination is not supported. All other combinations are
supported on GigaVUE-TA25.

« flexinline—Specifies a flexible inline map, with the from parameter specifying inline-

network and the a-to-b or b-to-a parameters specifying an ordered list of inline-tool or
inline-tool-group.

Define Map Source Port Lists for First Level Maps

You can configure more than one map with the same source ports in the Source field
ina map.

The source port list of one map must be exactly the same as the source port list of
another map (must have the same ports as well as the same number of ports) and it
must not overlap with the source port list of any other map.

For example:

o map]l has Source ports 1/1x1,1/1x2 already configured.
o map 2 with Source ports 1/1x1,1/1x2 can also be configured.
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o map3 with Source port 1/1/x3 can be configured. If you try to add source ports
1/1x1,1/1x2 as part of map3 then it is not possible because, 1/1x1,1/1x2 are already part of
map 1.

NoTE: This is also applicable for regular maps.

» Second Level—Specifies a second level map type, with the Source parameter
specifying virtual ports, used with GigaSMART operations, and the Destination
parameter specifying tool, hybrid, or GigaStream ports.

« Transit Level — Specifies the transit level map type, with the source port specifying a
virtual port (VP1) and destination port specifying an another virtual port (VP2) with
GSRULE and GSOP associated to perform the GigaSMART operations. In the transit-
level map you can interconnect different v-ports to chain the operations as needed. For
unsupported GigaSMART operations, you can:

o create a transit level for a set of operation
o create a second level map for another set of operation

o combine the two maps

NOTE: There is also a Template map type for creating map templates.

The following table provides information about the GigaSMART operations supported by
transit-level maps in SMT-HC0O-Q02X08 of HC2P, SMT-HC3-C05 of HC3v2, HC1-X12G4 of HCI
with native, SMT-HC3-C08, SMT-HCI1-S, and SMT-HCIA-R cards:

GS Apps Transit Map in SMT - | Transit Map in Transit Map in HCI- Transit Transit
Supported in HCO0-Q02X08 of SMT-HC3-CO05 of X12G4 of GigaVUE- Map in Map in

Transit Map GigaVUE-HC2P GigaVUE-HC3v2 HC1 with native SMT-HC3- | SMT-HCI1-
cos S

De-duplication Vi v/ \/ v v
Slicing i v/ v N N
Masking \/ v/ v N v
Header
Stripping v v Vv X X
Trailer \/ \/ vV X X
Adaptive \/ v v
Packet \ v
Filtering (APF)
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Application \/ \ \/
Session v v

Fitlering (ASF)

Application \/ \/ v

Filtering
Intelligence Vv Vv
(AFI)

Application \/ \/ v \/ \/

Metadata
Intelligence
(AMI)

NoTE: V-port chaining across GigaSMART groups is not supported in SMT-HC3-C08
and SMT-HCI-S cards. V-port chaining across GigaSMART groups in different cards is
also not supported in SMT-HC3-C0O8 and SMT-HCI-S cards. Application Filtering
Intelligence (AFI) that is configured in Application Intelligence (Al) session uses
Hybrid port.

Map types are described in Table 11: Matrix of Map Types.

Table 11: Matrix of Map Types

Type Subtype Map Rule GSOP Source Destination
Regular By Rule, or Rule yes network ports, or | tool ports, or
Pass All, or hybrid ports, or hybrid ports, or
Collector single inline- GigaStream
network ports or
single inline-tool
ports (for out-of-
band maps)
Inline By Rule, or Rule no inline-network inline-tool pairs,
Pass All, or pairs, or or
Collector inline-network- inline-tool-
groups groups, or
bypass, or
inline-serial tools
First Level By Rule Rule no network ports, or | virtual ports only
hybrid ports (collector is not
allowed)
Transit By Rule gsrule yes virtual ports virtual ports
Level
Second By Rule, or gsrule yes virtual ports tool ports, or
Level Collector hybrid ports, or
GigaStream, or
Flow Filter flowrule yes port group
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Type Subtype Map Rule Source Destination
Flow Sample flowsample yes
Flow Sample flowsample yes
Overlap
flowSample-sip | flowsample yes
Flow Whitelist whitelist yes
Flow Whitelist yes
Overlap
flexinline byRule ordered list of inline- | rule inline- inline-tool pairs,
collector tool or inline- tool- network alias or
group in a-to-b or b- inline-tool-
to-a direction or both groups, or
) bypass
Map Subtypes

The map subtype describe in Matrix of Map Types is optional. It specifies the following:

» By Rule—Specifies a rule-based map subtype, which is supported on the following map
types:
o First Level, inline, and Regular map types.
o Transit Level map type.
o Second Level map type.

» Pass All—Specifies a passall map subtype, which applies to regular and inline map
types. The Pass All subtype is not supported on First Level and Second Level map
types. With this subtype, map priority cannot be configured or modified.

« Collector—Specifies a collector map subtype, which applies to Regular, inline, and
Second Level map types. The Collector subtype is not supported on the First Level
map type. With this subtype, map priority cannot be configured or modified.

« Flow Filter—Specifies a flow filtering map subtype, which applies to Second Level map
types. Specify the Flow Filter map subtype when using a Flow Filter parameter.

» Flow Sample—Specifies a flow sampling map subtype, which applies to Second Level
map types. Specify the Flow Sample map subtype when using a Flow Sample
parameter.

» Flow Sample Overlap—Specifies a flow sampling overlap map subtype, which applies
to secondLevel map types. Specify the flowSample-ol map subtype when using a
flowsample rule.

» Flow Sample sip—Specifies a SIP flow sampling map subtype, which applies to
secondLevel map types.
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« Flow Sample Overlap—Specifies a flow sampling overlap map subtype, which applies
to Second Level map types. Specify the Flow Sample Overlap map subtype when
using a flowsample rule.

« Flow Whitelist—Specifies a whitelist map subtype, which applies to Second Level map
types. Specify the Flow Whitelist map subtype when using a whitelist rule.

« Flow Whitelist Overlap—Specifies a whitlelist overlap map subtype, which applies to
Second Level map types, Specify Flow Whitelist Overlap when using a whitelist rule.

« Flow Whitelist-sip—Specifies a SIP flow whitelist map subtype, which applies to
secondLevel map types.

The default map subtype is By Rule.

NOTE: Maps with subtype Flow Sample Overlap or Flow Whitelist Overlap do not
support map editing.

If a By Rule map which has overlapping network and tool ports with pass-all map is disabled,
traffic will still be forwarded to tool ports. Re-configure the mayps to avoid traffic loss.

Map Type and Subtype Modification

Once a map is created, the map Type and Subtype cannot be modified. However, you can
delete the map and recreate it with a different Type and Subtype.

Backwards Compatibility

For backwards compatibility, the map type parameter does not have to be configured. The
type and subtype will be determined by the system based on the remainder of the map
configuration parameters. If not enough information is available, the default values of
regular and byRule will be assumed for the type and subtype.

Minimum Requirements for Map Creation

A map must be configured with at least a from parameter. Even if other parameters such as
to, rule, or use are configured, without from, the map will not be created.

Map Rules

This section provides information about the different types of map rules that you can specify
when creating maps in GigaVUE-FM. The following topics are covered:

« Other Types of Map Rules for GigaSMART Operations

« |IPVv4/IPv6 and Map Rules

« Set Map Rules for TCP Control Bits

« How to Use Bit Count Netmasks

= How to Combine Rules and Rule Logic

» How to Mix Pass and Drop Rules

«  Work with User-Defined Pattern Match Rules
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Other Types of Map Rules for GigaSMART Operations

There are other types of rules for GigaSMART operations as follows:

« Adaptive Packet Filtering (APF) and Adaptive Session Filtering (ASF). For details, refer to
GigaSMART Adaptive Packet Filtering (APF) and GigaSMART Application Session
Filtering (ASF) and Buffer ASF

« GTP correlation. For details, refer to GigaSMART GTP Correlation.

« GTP whitelisting and GTP flow sampling. For details, refer to GigaSMART GTP
Whitelisting and GTP Flow Sampling.

IPv4/IPv6 and Map Rules

GigaVUE-OS provides a variety of criteria for pass/drop rules specific to IPv6 traffic, including:

IPv6 Entity Rule Condition

IPv6 Source/Destination Addresses

IPv6 Source/IPv6Destination

IPv6 Flow Labels

IPv6 Flow Label

IPv6 Traffic

IP Version and Version it set to v6

In addition to the explicit IPv6 filters listed in the table, you can use the IP Version condition
to change how some of the other attributes are interpreted.

When IP Version is used by itself in a map rule, it returns all traffic matching the specified IP
version, 4 or 6. However, when IP Version is set to 6, several of the other arguments are
interpreted differently when used in the same rule, as follows:

Condition

IP Version set to 4 (or not specified)

IP Version set to 6

Port
Destination/Port
Source

Matches all IPv4 traffic on the specified port
number.

Matches all IPv6 traffic on the specified
port number.

|Pv4 Protocol

When used with the <1-byte-hex>
argument, matches against the protocol
field in the standard IPv4 header.

When used with the <1-byte-hex>
argument, matches against the Next
Header field in the standard IPv6 header.

useful values for the <l1-byte-hex> field.

NoTE: These fields perform essentially the same service in both versions, specifying
what the next layer of protocol is. However, they have different names and are found at
different locations in the header. Refer to Protocol Map Rules and IPv6 for a list of the

IPv4 TTL

Matches against the standard TTL (time-to-
live) field in the IPv4 header.

Matches against the standard Hop Limit
field in the IPv6 header.
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Condition IP Version set to 4 (or not specified) IP Version set to 6

NoTE: These fields perform essentially the same service in both versions, specifying
how long a datagram can exist.

NoTE: The IP Version argument is implicitly set to 4 — if you configure a map rule
without IP Version specified, the GigaVUE H Series node assumes that the IP version
is 4.

Protocol Map Rules and IPve

The predefined protocol map-rules available for IPv4 (GRE, RSVP, and so on) are not allowed
when IP Version is set to 6. This is because with the next header approach used by IPv6, the
next layer of protocol data is not always at a fixed offset as it is in IPv4.

To address this, the GigaVUE H Series node provides the <1-byte-hex> option to match
against the standard hex values for these protocols in the Next Header field. The standard 1-
byte-hex values for both IPv4 and IPv6 are set by selecting the option from the Value list or
specifying a decimal value when IPv4 Protocol is selected. The following are options or
values that you can select from the Value list.

« |PveHop O
« ICMP_IPV4 1
« IGMP2

« IPV4 4

« TCPG6

« UDP17

«  IPV6 41

« RSVP 46

« GRE 47

= ICMP_IPv6 58

You can also specify a custom value (0-255) by selecting Custom. The following are some
additional values and their meanings:

«  43: Routing Option (v6 only)

» 44 Fragment (v6 only)

» 50: Encapsulation Security Payload (ESP) Header

« 51: Authentication (v6 only)

» 59: No Next Header (v6 only)

» 60: Destination Option (v6 only)
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Set Map Rules for TCP Control Bits

Select the TCP Control to set map rules matching one-byte patterns for the standard TCP
control bits. The following table summarizes the bit positions of each of the flags, along with

their corresponding hexadecimal patterns.

NoTE: Rules using the TCP Control must also include IPv4 Protocol and the Value

set to TCP 6.
Bit Position Pattern TCP Control
(VET ¢

Congestion Window ) S 0x80 Ox3f
Reduced

ECN Echo D G Ox40 Ox3f
Urgent Pointer o Xo cn 0x20 Ox3f
Acknowledgment G 0x10 Ox3f
Push N Ox08 Ox3f
Reset cene XKoo Ox04 Ox3f
SYN ceee o Xe 0x02 Ox3f
FIN ] e e X OxO01 Ox3f
Examples

The map rule shown in Figure 35Map Rule with SYN Bit Set matches packets with only the

SYN bit set:

~ Map Rules

Quick Editor Import Add a Rule

% Rule 1 Condition search... ~ | @pass © Drop [C1 gi Directional
Rule Comment Comment
IPv4 Protocol x
Value| TCP -] s S
% Rule 2 Condition search... ~ | @pass © Drop [C1 gi Directional
Rule Comment Comment
TCP Control x
Value 02 Mask 3f

Figure 35 Map Rule with SYN Bit Set
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Many packets will have some combination of these bits set rather than just one. So, for
example, the map rule in Figure 36Map Rule Matching All Packets with Both ACK and SYN
Bits set matches all packets with both the ACK and SYN bits set.

~ Map Rules

Quick Editor Import Add a Rule

% Rule 1 Condition search... ~ | @®pass © Drop [C1 i Directional
Rule Comment Comment
IPv4 Protocol x
Value| TCP [] & k=
% Rule 2 Condition search... ~ | @pass © Drop [C1 gi Directional
Rule Comment Comment
TCP Control x
Value 12 Mask 3f

Figure 36 Map Rule Matching All Packets with Both ACK and SYN Bits set

How to Use Bit Count Netmasks

The following table summarizes the bit count netmask value for standard dotted-quad IPv4
netmasks. You can enter IP netmasks in the bit count format by using the /an argument.

Bit count netmasks are easier to visualize for IPv6 addresses, specifying which portion of the
total 128 bits in the address correspond to the network address. So, for example, a netmask
of /64 indicates that the first 64 bits of the address are the network address and that the
remaining 64 bits are the host address. This corresponds to the following hexadecimal
netmask:

feff:fff:ffff:ffff:0000:0000:0000
feff.fffffff:ffff:0000:0000:0000

Standard Bit Count
Netmask Netmask
255.255.255.255 /32
255.255.255.254 /3
255.255.255.252 /30
255.255.255.248 /29
255.255.255.240 /28
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Standard Bit Count
Netmask Netmask
255.255.255.224 /27
255.255.255.192 /26
255.255.255.128 /25
255.255.255.0 /24
255.255.254.0 /23
255.255.252.0 /22
255.255.248.0 /21
255.255.240.0 /20
255.255.226.0 /19
255.255.192.0 8
255.255.128.0 n7
255.255.0.0 Al3
255.254.0.0 s
255.252.0.0 Nna
255.248.0.0 N3
255.240.0.0 /12
255.226.0.0 /m
255.192.0.0 /10
255.128.0.0 /9
256.0.0.0 /8
254.0.0.0 /7
252.0.0.0 /6
248.0.0.0 /5
240.0.0.0 /4
226.0.0.0 /3
192.0.0.0 /2
128.0.0.0 n
0.0.0.0 /0
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How to Combine Rules and Rule Logic

When working with maps, you can easily combine multiple criteria into a single rule.

GigaVUE-OS processes rules as follows:

« Within a single rule, criteria are joined with a logical AND. A packet must match each of
the specified criteria to satisfy the rule.

«  Within a map, rules are joined with a logical OR. A packet must match at least ONE of
the rules to be passed or dropped.

details.

NoTE: When used in a map rule with multiple criteria, the ipver argument changes
the interpretation of some map rule arguments. Refer to IPv4/IPv6 and Map Rules for

Examples of Map Rule Logic

For example, the rules shown in the following table are both set up with criteria for vlan 100

and portsrc 23.

« The first example combines the two criteria into a single rule. This joins the criteria with

a logical AND.

« The second example creates two separate rules — one for each of the criteria. This joins
the criteria with a logical OR.

How to Mix Pass and Drop Rules

GigaVUE-OS lets you mix pass and drop rules on a single port. Mixing pass and drop rules

can be useful in a variety of situations. Figure 37Pass and Drop Rules in a Map shows a pass

rule set up to include all traffic matching a particular source port range combined with a

drop rule configured to exclude ICMP traffic.

 Map Rules

% Rule 1

Rule Comment

% Rule 2

Rule Comment

Quick Editor || Import || Add a Rule

Condition search. v | ®pass Oprop [ Bi-directional

Port Source x
Min 20 Max 66

Subset| none ¥

Condition search. ~ | Opass ®prop [ gi-directional

Protocol x

Valug| ICMP_IPv4 Y1

Figure 37 Pass and Drop Rules in a Map
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Drop Rules Have Precedence!

Keep in mind that within a map, drop rules have precedence over pass rules. So, if a packet
matches both a pass and a drop rule in the same map, the packet is dropped rather than
passed.

Work with User-Defined Pattern Match Rules

GigaVUE-OS lets you create pass and drop map rules with pattern matches to search for a
particular sequence of bits at a specific offset in a packet. You can configure up to two user-
defined, 16-byte pattern matches in a map rule. A pattern is a particular sequence of bits at
a specific location in a frame.

NoTE: Refer to User-Defined Pattern Match Examples for step-by-step instructions
on creating a real-world pattern-match map rule.

User-defined pattern matches consist of the following components:

Step Description

Pattern Use the UDAI1 Value and UDA2 Value fields for map rule to set up the actual bit patterns you
want to search for.

Refer to User-Defined Pattern Match Examples for details.

Mask Use the UDA1 Mask and UDA2 Mask fields for map rules to specify which bits in the pattern must
match to satisfy the map rule.

Offset Use the UDAI1 Offset and UDA2 Offset fields for map rules to specify where in the packet bits
must match.

NoTE: The GigaVUE H Series node accepts a maximum of two offsets per device. When both of
the available offsets for the device are in use with existing map rules, you will not be able to add
a new rule with a different value for UDAx Offset until at least one of the UDAXx Offset is freed
up from all existing map rules.

User-Defined Pattern Match Syntax

The user-defined pattern match syntax is as follows:

« Both the UDAX Value and UDAXx Mask arguments are specified as 16-byte hexadecimal
sequences. Specify the pattern in four 4-byte segments separated by hyphens. For
example:
0x01234567-89abcdef-01234567-89abcdef

» Masks specify which bits in the pattern must match. The mask lets you set certain bits
in the pattern as wild cards — any values in the masked bit positions will be accepted.

o Bits masked with binary 1s must match the specified pattern.
o Bits masked with binary Os are ignored.
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« You can set up the two global offsets allowed per device at 4-byte boundaries
beginning at frame offset 2 and ending at offset 110. The resulting data range for
pattern matches is from byte 3 through byte 126.

o Multiple offsets must be set either equal to one another, or set beyond the
boundaries of each other. For example, if UDA1 Offset starts at byte 2, the UDA2
Offset can only start either at byte 2 or at any point beginning with byte 18 (which
would be the next 4-byte boundary after the 16-byte pattern used at UDAI1 Offset).

o Offsets are always frame-relative, not data-relative.

o In many cases, you will be looking for patterns that do not start exactly on a four-
byte boundary. To search in these position, you would set an offset at the nearest
four-byte boundary and adjust the pattern and mask accordingly.

User-Defined Pattern Match Rules

Keep in mind the following rules when creating user-defined pattern matches:

« Offsets are specified in decimal; patterns and masks are specified in hexadecimal.

« All hexadecimal values must be fully defined, including leading zeroes. For example, to
specify Oxff as a 16-byte value, you must enter 00000000-00000000-00000000-
0O00000fT.

«» User-defined pattern-match criteria are not allowed in egress port-filters (tool, hybrid,
circuit, and inline network).

« You can use user-defined pattern matches as either standalone map rules or in tandem
with the other available predefined criteria for map rules (for example, port numbers, IP
addresses, VLAN |IDs, and so on).

» You can use up to two separate user-defined pattern matches in a single map rule.
When two user-defined pattern matches appear in the same map rule, they are joined
with a logical AND. However, the two patterns cannot use the same offset.

» User-defined pattern matches are combined in map rules using the same logic
described in How to Combine Rules and Rule Logic.

« Avoid using user-defined pattern matches to set map rules for elements that are
available as predefined criteria (for example, IP addresses, MAC addresses, and so on).

« GigaVUE HC Series nodes accept a maximum of two offsets per line card. When both of
the available offsets for a line card are in use with existing map rules, you will not be
able to add a new rule with a different value for UDAx Offset until at least one of the
UDAX Offsets is freed up from all existing map rules.

« On GigaVUE-HCI1-Plus, GigaVUE-TA25, and GigaVUE-TA25E, UDAT supports a 12-byte
data match of tagged traffic with an offset starting from 16 to 116. UDA1 does not
support untagged traffic. UDA2 supports a 4-byte data match with an offset starting
from O to 60..

« Due to limitations in the platform, map rules to match the data pattern on Inner-L3 and
Inner-L4 qualifiers with UDA base does not match the Inner headers for the following
types of encapsulation:

= ERSPAN
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= LISP
- L2GRE

However, the inner headers of ERSPAN, LISP, L2GRE can be made to match with outer L3
and Outer L4 UDA base by appropriately adjusting the offsets.

«  When configuring a map rule with commmon UDA offset, you cannot combine source
ports from GigaVUE-HCI1-Plus or GigaVUE-TA25 devices together with source ports
from other devices in a single map. You must create separate maps for GigaVUE-HCI-
Plus or GigaVUE-TA25 devices and other devices.

User-Defined Pattern Match Examples

In this example, a 3G carrier is monitoring the Gn interface between the SGSN and the GGSN
in the mobile core network and wants to split traffic from different subscriber IP address
ranges to different tool ports. However, because the subscriber IP addresses are tunneled
using the GPRS Tunneling Protocol (GTP), standard IP address map rules will not work. The
addresses are always at the same offsets, though, so we can construct UDA pattern match
rules to match and distribute the traffic correctly.

For example, suppose we want to apply the following rules to all traffic seen on network port
1/5/x1:

« Send all traffic to and from the 10.218.0.0 IP address range inside the GTP tunnel to tool
port 1/5/x4.

« Send all traffic to and from the 10.228.0.0 IP address range inside the GTP tunnel to tool
port 1/5/x9.
Keep in mind that we also know the following about tunneled GTP traffic:

« The offset for source IP addresses inside the GTP tunnel is 62.
« The offset for destination |IP addresses inside the GTP tunnel is 66.

The following example explains how to construct two maps that will distribute traffic using
UDA pattern match rules.

Description Ul Step

Map #1 - GTP_Map218

Our first map will send traffic to and from the 10.218.0.0 IP address range inside the GTP tunnel to tool port
1/5/x4.

Create a map with the alias GTP_Map218. 1. Select Maps > Maps > Maps.
2. Click New.
3. Enter GTP-MAP218 in the Alias field.

Specifies the map type and subtype. 4. Select Regular for Type.
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Description Ul Step

5. Select By Rule for Subtype.

Specify that this map will match packets arriving on network 6. Select1/5/x1for Source.

port 1/5/x1.

Specify that packets matching this map will be sent to tool 7. Select 1/5/x4 for Destination.
port 1/5/x4.

Next, add the map rules for our first address range —10.218.0.0. | 8. Click Add a Rule to add the first rule.
This IP address translates to Oada in hex. The first rule matches | g, gelect Pass.

the 10.218.0.0 address at the source address offset of 62 in the 10. Select UDAT and set the values:

GTP tunnel.
Value: 0ada0000-00000000-00000000-
00000000
Mask: ffff0O000-00000000-00000000-
00000000
Offset: 62
The second rule matches the same address range (10.218.0.0) M. Click Add a Rule to add the second rule.
but at the destination address offset of 66 in the GTP tunnel. 12. Select UDAT and set the values:

Notice that we have still specified the offset as 62 and have
simply masked out to the correct location of the destination
address. This way, we have still only used one of the two
possible offsets in place for the GigaVUE H Series node at any

o Value: 00000000-0ada0000-
00000000-00000000

o Mask: 00000000-ffffOO00-00000000-

one time. 00000000
o Offset: 62
Save the map. 13. Click Save.

Map #2 - GTP_Map228

Our second map will send traffic to and from the 10.228.0.0 IP address range inside the GTP tunnel to tool port
1/5/x9.

Create a map with the alias GTP_Map228. 1. Select Maps > Maps > Maps.
2. Click New.
3. Enter GTP-MAP228 in the Alias field.
Specifies the map type and subtype. 4. Select Regular for Type.
5. Select By Rule for Subtype.
Specify that this map will match packets arriving on network 6. Select 1/5/x1 for Source.
port 1/5/x1.
Specify that packets matching this map will be sent to tool 7. Select 1/5/x9 for Destination.
port 1/5/x9.
Now, create rules for the second address range —10.228.0.0 8. Click Add a Rule to add the first rule.
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Description Ul Step

(Oae4 in hex). As with the first range, create separate rules for
the source and destination offsets inside the GTP tunnel. This

address range is being sent to 1/1/x4.

9. Select Pass.
10. Select UDAT and set the values:

Value: 0ae40000-00000000-00000000-
00000000

Mask: ffffO000-00000000-00000000-
00000000

Offset: 62

Here is the companion rule for the destination address offset

of 66.

1. Click Add a Rule to add the second rule.
12. Select UDAT and set the values:

o Value: 00000000-0ae40000-
00000000-00000000

o Mask: 00000000-ffffOO00-00000000-
00000000

o Offset: 62

Save the map.

13. Click Save.

How to Handle Q-in-Q Packets in Maps

In software versions prior to 4.7, for traffic that matched the map pass rule shown in Figure
38VLAN Pass Rule, only Q-in-Q packets of TPID ethertype Ox8100 were passed and all
tagged packets with a TPID ethertype other than 0x8100, such as Ox88A8 and 0x9100, were

dropped:

~ Map Rules
Quick Editor Import Add a Rule

% Rule 1

Rule Comment

VLAN
Min 100 Max 1 to 4004

Subset W/

Figure 38 VLAN Pass Rule

v | ®pass ) Drop LJBiDirectional

Conversely, for traffic that matched the map drop rule shown in Figure 39VLAN Drop Rule,
only Q-in-Q packets of TPID ethertype 0x8100 were dropped:
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~ Map Rules

Quick Editor Import Add a Rule

% Rule 1 Condition search - | U Pass ii':Drop ) Bi Directional
Rule Comment

VLAN x
Min 100 Max 1 to 4004

Subset W/

Figure 39 VLAN Drop Rule

Starting in software version 4.7, the rules shown in Figure 38VLAN Pass Rule and Figure
39VLAN Drop Rule will pass (or drop) TPID ethertypes Ox8100, Ox88A8, and 0x9100.

You do not specify TPID EtherTypes 0x8100, 0x88A8, and 0x9100 explicitly in a rule. If you
specify these values in the Value field an EtherType rule, the map is blocked and one of the
following error messages is displayed:

Invalid ethertype : '0x8100'. Please use attribute 'vlan' instead.
Invalid ethertype : 'Ox88A8'. Please use attribute 'vlan' instead.

Invalid ethertype : '0x9100'. Please use attribute 'vlan' instead.

NoTE: The Value field accepts values with out the leading Ox only.

In summary, for single-tagged (0x8100) or double-tagged (0x88A8 and 0x9100) VLAN
packets, you only configure the VLAN as the matching criteria, not the ethertype.

For handling of priority tagged packets, refer to Priority Tagged Packets.

For filtering of Q-in-Q packets on inner VLAN tag, refer to Flow Mapping® on Inner VLAN
Tags.

Upgrade Note

If you had previously defined TPID EtherTypes in the earlier software version, during an
upgrade to 4.7, they will be converted (or removed) as follows:

« In earlier software version, rules with both a TPID EtherType and VLAN such as the rules
shown in Figure 40Rules with both TPID EtherType and VLAN in Earlier Software
Version will be converted in 4.7 to the rules shown in Figure 41Rules Converted in
version 4.7 (with the TPID EtherTypes removed from the rule).
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~ Map Rules
Quick Edngr e Acd a Rule

= Rule 1 = ®paz Drop Bi Dirgcticnal

Rule Comment

Ether Type x

Valug 8538

a Rule 2  ®pass Orop Eii Directionas
Rule Comment

VLAN x

Subget v

w Map Rules
Quick Editor || Import | Add a Rule

x Rule 1 v | ®pass UDvop U Bi Directional
Ruls Commant

Ether Type x®
Value 5100

X Rule 2 ~ | ¥ Pass Drop Bi Directional

Rule Comment

Min 301 Max

Subset =

Figure 40 Rules with both TPID EtherType and VLAN in Earlier Software Version
~ Map Rules
Quick Eqitor Import Aad e Rule

* Rule 1 v | ®pass U Drop Bi-directionad

Rule Comment

WLAM ®

Min 201 Ma

Subset r

w Map Rules
Quick Edicor || Impeet | Add a Rule
* Rule 1 ~| ®pass U 0Orop U Ge-owectional
Rule Comment

VLAN "
Min 30 Ma
Sulbser o

Figure 41 Rules Converted in version 4.7

« Inthe earlier software version, rules with only a TPID EtherType Value, such as 88a8 or
9100, will be removed from the map in version 4.7.

It is recommended that you revisit your configuration after the upgrade.
Comparison of Q-in-Q Tagging

The following table details the various combinations and corresponding behaviors for
software versions 4.7 and higher compared to 4.6.01 and earlier releases.
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Packet
Content

No tags, drop
ethertype
0800

4.7 and Higher

Rule: pass
ethertype
0x8000

Rule: pass
vlan 100
ethertype
0x0800

pass drop

drop

4.6.01 and Earlier

Rule: pass
ethertype
0x8000

Rule: pass
vian 100
ethertype
0x0800

pass drop

One tag: pass
TPID 8100,
VID 100,
ethertype
0800

pass pass

pass

pass pass

One tag: pass
TPID 9100,
VID 100,
ethertype
0800

pass pass

drop

drop drop

One tag: pass
TPID 88a8,
VID 100,
ethertype
0800

pass pass

pass

pass pass

Two tags: pass
outer TPID
8100 VID 100,
inner TPID
8100 VID 200,
ethertype
0800

pass pass

drop

drop drop

Two tags: pass
outer TPID
9100 VID 100,
inner TPID
8100 VID 200,
ethertype
0800

pass pass

drop

drop drop

Two tags: drop
outer TPID
88a8 VID 100,
inner TPID
8100 VID 200,
ethertype

pass drop

drop

pass drop
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4.7 and Higher 4.6.01 and Earlier

Packet g Rule: pass Rule: pass 8 Rule: pass Rule: pass
Content ethertype vlan 100 ethertype vian 100
(0)7¢:{0]0]0) ethertype (0)7¢:{0]0]0] ethertype
0x0800 0x0800

0800

Two tags: drop pass drop drop drop drop
outer TPID
8100 VID 200,
inner TPID
8100 VID 100,
ethertype
0800

Two tags: drop pass drop drop drop drop
outer TPID
8100 VID 100,
inner TPID
88a8 VID 100,
ethertype
0800

Two tags: drop pass drop drop drop drop
outer TPID
88a8 VID
200,

inner TPID
8100 VID 100,
ethertype
0800

Two tags: pass drop drop pass drop drop
outer TPID
8100 VID 100,
inner TPID
88a8 VID 100,
ethertype
0800

Two tags: pass drop drop pass drop drop
outer TPID
8100 VID 100,
inner TPID
9100 VID 100,
ethertype
0800
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Priority Tagged Packets

Starting in software version 5.3, priority tagged packets are handled by the GigaVUE node.
These packets have a user priority of O to 7 in the packet. Single tagged packets or double
tagged packets with a VLAN ID of zero or a non-zero value will be sent accordingly to the
tool ports.

Flow Mapping® on Inner VLAN Tags

Starting in software version 5.2, flow mapping on inner VLAN tags is supported for filtering
on Q-in-Q traffic.

For packets that have both an inner and an outer VLAN tag, the outer tag is detected when
the ethertype is 0x8100, Ox88A8, or Ox9100. The inner tag is detected only when the
ethertype is Ox8100.

To specify an inner VLAN tag, add a new map rule (pass or drop) of type Inner VLAN.

Select a VLAN (Min) or a range of VLANs (Min and Max). Subset, even or odd, is optional.

The inner VLAN range is supported with any other qualifier with a range, such as VLAN or
portsrc.

NoTE: There is no filtering after the two VLAN tags (inner and outer).

Filtering on inner VLAN uses application filter resources. To track resource usage, go to
Chassis > Quick Port Editor for a particular box ID, card and slot.

Each map rule uses a number of entries. A single inner VLAN uses one entry per map rule. A
range of inner VLANS uses two or more entries per map rule. For the same map source,
identical inner VLAN or inner VLAN range spread across different rules will consume the
same map rule resources.

A maximum of 454 application filter resource entries is available if no other application filters
are using resources. The number of entries in the output of Application Filter Resources
might be impacted by the other applications listed, such as GSD or Discovery.

The application filter resources are as follows:

« GSD—for GigaSMART tunnels

« Map Src—for network port source local to the node or slot (one entry per unique
network port source). Note that 50 is always reserved per node or slot.

« Map Rule—for each inner VLAN rule
. Discovery—for LLDP/CDP

The following GigaVUE nodes have a maximum limit of 454 entries (the limit of 504 minus
the 50 reserved):
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« GigaVUE TA Series—per node
«» GigaVUE-HCl—per node

«» GigaVUE-HC2—per node

« GigaVUE-HC3—per slot

Inner VLAN Limitation

Overlapped inner VLAN range is not supported within a map or set of maps that has the
same network source. An identical VLAN range (and values) is supported.

For example, the following two rules are not supported because the inner VLAN range
overlaps:

» Rulel: rule add pass inner-vlan 100 portsrc 1000
» Rule2: rule add pass inner-vlan 100..110 portsrc 1100

To overcome this, specify the rules as follows:
« Rulel: rule add pass inner-vlan 100 portsrc 1000
« Rule2: rule add pass inner-vlan 100 portsrc 1100
» Rule3: rule add pass inner-vlan 101..110 portsrc 1100

NOTE: You cannot use map rule editing to change an existing inner VLAN range to a
range that overlaps with the original range. To edit an inner VLAN range, delete the
rule and create a new rule with the new range.

Work with Map-Passalls and Port Mirroring in GigaVUE-FM

In addition to regular maps, GigaVUE-FM also makes it possible to create map-passall maps
and configure tool-mirror ports for packet distribution.

A map-passall map lets you send all packets on a network port one or more tool ports or tool
GigaStream on the same node or between the nodes in a cluster, irrespective of the packet
distribution already in place for the ports.

Tool-mirror ports let you configure all a pass-all between two tool port or tool port and a too
GigaStream on the same node, irrespective of the packet distribution already in place for the
ports.

These map-passall maps and tool mirror ports are particularly useful in the following
situations:
» Redirecting all traffic to IDS monitors regardless of any map rules applied to network
ports.

« Temporary troubleshooting situations where you want to see all traffic on a port
without disturbing any of the maps already in place for the port.
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This section includes the following topics:

« Syntax for Maps-passalls and Port Mirroring
« Rules for Map-Passalls and Port Mirroring

Syntax for Maps-passalls and Port Mirroring

Refer to the following sections for details on map-passalls and port mirrors:

« About Map-passall Maps
« Managing Ports

Rules for Map-Passalls and Port Mirroring

Keep in mind the following rules for the map-passalls and tool mirrors:

= You can set up a map passall from:
o Network port(s) to tool port(s) on the same node.
o Network port(s) to one or more GigaStream.

« You can set up a tool mirror from:
o Tool port to tool port(s) on the same node.

o Tool port to GigaStream(s) configured with the advanced-hash algorithm on the
same node.

NoOTE: The destination for a map-passall or tool-mirror can be a tool port, a
hybrid port, a circuit port, a tunnel, a tool GigaStream, or a hybrid GigaStream.

= You cannot set up a map-passall or tool mirror from network port to network port. To be able to create
such functionality, refer to Port Access and Map Sharing.

« A map-passall can cross line cards or modules — they can start on one line card/module and end on
another in the same node. Also, they can cross nodes in a cluster.

=« A tool mirror can cross line cards or modules — they can start on one line card or module and end on
another in the same node. They cannot, however, cross nodes in a cluster.

« Tool mirrors are not allowed from tool GigaStream to tool port.

« Tool mirrors are not supported on tool ports with copper SFPs installed or on 100Gb
ports with CFP2 transceivers.

« A map-passall cannot be used with a port that is part of a port-pair.

View and Delete Map-passalls

Map-passalls are created by selecting Subtype Pass All for a Type Regular map. You can
view the map by clicking on the map alias on the Maps page to open the Quick View for the
map. To delete a pass-all map, select the map on the Map page and click Delete.

Port Access and Map Sharing

There are two ways to define a user's access to ports and maps:

« Port-based access levels
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» Map sharing

Both methods assign permissions to user roles, as defined by the user groups, rather than
specific user accounts.

Port-based Access Levels

Users are assigned roles based on their user group. Each user group is given permission to
specific ports on the node. There are four port-based permission levels:
« Level —Can view the port but cannot make any changes to port settings or maps.

When applied to a network port, can view maps attached to the network port. This level
is used for users who only need to monitor the activities of the port.

« Level 2—Can use the port for maps, create tool-mirror to/from port, and change egress
port filters. Can configure port-lock, lock-share, and all traffic objects except port-pair.
Also includes all Level 1 permissions.

« Level 3—Can configure port parameters (such as administrative status of the port,
speed, duplex, and autonegotiation, as well as create port pairs. Also includes all Level 2
and Level T permissions.

« Level 4—Can change the port type. Also includes all Level 3,2, and 1 permissions.

Table 12: Port-based Permission Levels summarized the permissions for each of the levels.

Table 12: Port-based Permission Levels

Permissions Level 1 Level 2 Level 3 Level 4 Admin

View port v v v v v

View maps attached to v v v v v

network port

Create/edit map attached x v v v v

to port

Create tool-mirror to/from x v v v v

port

Change egress filters x v v v v

Edit port parameters x x v v v

Create port pairs x x v v v

Change port type x x x U v
Traffic Filtering 434

Flow Mapping®



GigaVUE Fabric Management Guide

How to share Maps

Maps can be shared with one or more user groups. When sharing a map, the map owner or
Admin designates which user groups have which permissions. There are four map-sharing
permission levels:

» Read Only - Can view the map but cannot make any changes.

« Listen - Can add or remove tool ports they own*. This is equivalent to “subscribing” to a
map.

. Read/Write - Can delete and edit the map, can remove any network ports, can add
network ports they own* and can add or remove tool ports they own*.

. Read/Write/Owner - Can perform all the Read/Write functions and assign map sharing
permission levels.

*Requires Level 2 or Level 3 access, based on User Group membership.

Table 13: Permission Levels for Map Sharing. summarizes the permission levels for map
sharing.

Table 13: Permission Levels for Map Sharing.

Permissions Listen Read/Write Read/Write/Owner

View map v v v v
Add tool port* x v v v
Remove tool port x v v v
Remove network x x v v
port

Add network port* x x v v
Delete/edit map x x v v
Share map x x x v

*Only applies to ports to which the user has Level 2 or Level 3 access.

NoTE: In Table 13: Permission Levels for Map Sharing., tool port includes ports of type
tool and inline-tool. Network port includes ports of type network and inline-network.

The admin user can also assign map sharing permissions.
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Users with Level 1 (or greater) access to a given network port can also view, but not edit,
maps associated with that network port. This is independent of the map sharing
permissions.

Map sharing permissions override and supersede role based access controls. Thus, a user
group can be assigned Read/Write access to map even if they do not have any access rights
to any of the associated network or tool ports. However, adding tool ports to a map or
removing network or tool ports from a map requires Level 2 or Level 3 permissions, as
defined by the user group, for the ports to be added or removed.

Map Examples

This section provides the following map examples:
» Example: How to Create a Simple Map
» Example: How to Handle Overlaps when Sending VLANs and Subnets to Different Tools

Example: How to Create a Simple Map

In this example, a few simple maps are illustrated to show how to create and display the
packet distribution in place on the node.

When you set up flow maps from the perspective of your tools, start by asking yourself
which traffic you would like a particular tool to see. Then, select the necessary traffic from
network ports.

For example, the scenario in this example is as follows:

. An application performance management tool is connected to tool port 2/4/x6 that
focuses on traffic from VLANSs 100..199 on network ports 2/2/x10 and 2/2/x12.

= An application performance Management tool connected to tool port 2/4/x18 that
focuses on traffic from VLANs 200..299 on network ports 2/2/x10 and 2/2/x12.

Consider a GigaVUE-HC3 device with the following configurations:
«» BoxID of the GigaVUE-HC3 device is set as 2.
« The network ports are set on the second blade in the node.
» The tool ports are set on the fourth blade in the node.

Therefore, the ports in this scenario are represented as follows:

= The network port IDs are set as 2/2/x2, 2/2/x10, and 2/2/x12.
« The tool port IDs are set as 2/4/x6, 2/4/x8, 2/2/x20, and 2/4/x24

The maps for this scenario the map types are set as follows:
«» The maps with the VLAN rules specified have the subtype set as By Rule.
« The shared collector maps are set as subtype Collector and no rules added.
« The passall maps are defined as subtype Pass All and no rules added.

Traffic Filtering
Flow Mapping® 436



GigaVUE Fabric Management Guide

For details about the different map types, refer to Matrix of Map Types and Map Subtypes.

Except for the following map types, the map type defaults to Regular

= Only maps with inline bypass solutions can be set as type Inline.
«  Only maps that have GigaSMART operations defined for second level maps can be set

as First Level or Second Level maps.
The following are the steps to create the simple maps as shown in Map Examples:

1. Check the port types for the each of the ports that the maps will use and set them if
necessary.

To set the port types, select Port > Ports > All Ports and use the Port Type Editor to set
the port types. For more information about port types, refer to

2. Create a Regular map with a By Rule subtype to pass the VLANIOO traffic as shown in
Figure 42Map for VLAN 100..199.

s~ Map Info

Map Allas  vlani100s

Comments

Type Regular IZ|
Sub Type By Rule IZ|
Rule Matching Blacklist
s~ Map Source and Destination
Port Editor
Source 11/x1 % 11ixa %
Destination W2 %
GSOP None
s~ Map Rules
Quick Editor Import Add a Rule
% Rule 1 Condition search. @ pass ©Drop [BiDirectional
VLAN x
Min 100 B max 199 S|

Subset| none EI

Figure 42 Map for VLAN 100..199
3. Create a Regular map with a By Rule subtype to pass the VLAN20O traffic.
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4. Create a map with type Regular and subtype Collector to create a shared collector
map. For more information about shared collector maps, refer to About Shared
Collectors.

5. Create a map with type Regular and subtype Pass All to create the passall map.

Example: How to Handle Overlaps when Sending VLANs and Subnets to Different Tools

Figure 43Sending Subnets and VLANSs to Different Ports shows how to use map priority
when handling packets matching criteria in multiple maps. In this example, we want to
achieve the following results:

= Send packets on the 172.16.0.0 subnet to 1/2/x1
« Send packets on the 172.17.0.0 subnet to 1/2/x2
. Send packets on VLAN 100 to 1/2/x3

The trick is in how to handle packets on either 172.16.0.0 or 172.17.0.0 and VLAN 100. In this
example, we use map priority to ensure that packets such as this are sent to both of their
desired destinations.

Notice that the first two maps configured in Figure 43Sending Subnets and VLANSs to
Different Ports are set up to handle this situation. For example, map1 has a pass rule that
accepts packets on 172.16.0.0 and VLAN 100. It sends matching packets to both 1/2/x1 (the
destination we wanted for the 172.16 subnet) and 1/2/x3 (the destination we wanted for VLAN
100). Because this map was entered before map3, it has higher priority, ensuring the packet
goes to both 1/2/x1 and 1/2/x3 and not just the 1/2/x3 destination specified by map3.

The same principle is applied in map2 for packets on 172.17.0.0 and VLAN 100.

NoTE: If we did not observe the order of map entry shown in Figure 43Sending
Subnets and VLANSs to Different Ports, we could always adjust the priority as needed
using the instructions in Example: How to Create a Simple Map.
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Splitting Subnets and VLANs

In this example, we want to send cll packets on the 172.16.0.0 subnet to 1/2/x1, all packets on the
172.17.0.0 subnet to 1/2/x2, and all packets on VLAN 100 to 1/2/x3. Our concern is how fo handle
packets that are on both VLAN 100 and one of those two subnets.

To handle this, we give our highest priority to packets matching both VLAN 100 and either one of the two
subnets. Nofice how the first two maps enfered -- the maps with the highest priority -- combine the
subnet and VLAN criteria in a single line. Packets matching both of these criteria will be sent to the ports
both for their subnet and for their VLAN criteria. Because we entered these maps first, they have higher
priority than the maps that simply match the subnet or VLAN criteria.

map alias map1
from1/1/gl..g4
to 1/2/%2,1/2/x3
rule add pass ipsrc 172.17.0.0 /14 vian 100
rule add pass ipdst 172.17.0.0 /14 vlan 100
type regular byRule

exit

1/1/g1

1/2/x1

map alias map2

from 1/1/g1..g4
('\ to 1/2/x1,1/2/x3
1/1/92 rule add pass ipsre 172.16.0.0 /16 vian 100

rvle add pass ipdst 172.16.0.0 /14 vian 100
type regular byRule

exit

map alias map3
from1/1/g1..g4

to 1/2/x2
‘E s rule add pass ipsre 172.17.0.0 /16
1/1 /93 Gigaf(.,. rvle add pass ipdst 172.17.0.0 /14

type regular byRule
exit

(¢ JW 1/2/x2

Gigamon

map alias map4
from1/1/gl..g4
to 1/2/x1
rule add pass ipsre 172.16.0.0 /16
1/1/g4 rule add pass ipdst 172.16.0.0 /16
TN type regular byRule
exit

map alias map5
from1/1/gl..g4
to 1/2/x3
rule add pass vian 100
type regular byRule
exit

. J
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Figure 43 Sending Subnets and VLANs to Different Ports

Manage Maps

This section provides a description of the Maps pages in the GigaVUE-FM UI. It covers the
following topics:

« Map Views

« Manage Maps

« Map Templates

« Manage Map Rule Resources

« Flexible Filter Templates

» Review Map Statistics with Map Rule Counters
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Map Views

The Maps page displays the maps created using the CLI,, or GigaVUE-FM APIs. The maps
can be displayed in following types of views:

» List View

« Network View

« Tool View

NOTE: Starting in software version 5.5.01, any change in the map health status is
indicated immediately in the Maps page.

List View

The List View is the default view of the maps when the Maps page is opened after selecting
Maps > Maps. This view shows the basic information about each map:

» Alias

e Type

e Subtype

e Source and destination ports

» Control Traffic: Displays if the control traffic is enabled or disabled for a particular map.
This is applicable only for First Level, By Rule maps

Network View

The Network View displays the maps grouped by source ports then destination ports.

Tool View

The Network View displays the maps grouped by destination ports then source ports.

Manage Maps

This section provides the basic steps for doing the following tasks:

« Map Aliases

« Create a New Map
« Clone Map

« Edit Maps

« Delete Maps

« Create Map Groups

It also includes information about the following:

« Description to Map Rules
« How to Use the Quick Editor for Pass and Drop Rules
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Map Aliases

A map alias specifies the name of the map. The alias must be unique and can contain up to
128 alphanumeric characters. Aliases are case-sensitive.

Most special characters are supported in map aliases. However, map aliases that are only
one period (.) or two periods (..) should not be created. These aliases cannot be accessed for
editing.

Create a New Map

The following are the steps for creating a map:
1. Check the status of the nodes and ports that you plan to use with the map.

For information about how to check the status of the nodes and ports, refer to Status
of Line Cards/Nodes and Ports.

2. From the device view, go to Maps > Maps to open the Maps page.
Click New.

4. Enter the Map Information:

a. Enter an alias for the map.

Use an alias that helps identify the task and destination. For example netflix_traffic_
to_wireshark.

b. (Optional) Enter a description about the map. When adding description, consider
the following:

Use up to 128 characters, including spaces.
Enclose the description in quotation marks, if the description is longer than one word.

To include double quotation marks (") inside the quotation marks, precede it with a
backslash (\).

See also Description to Map Rules.
c. Select the Type.

The map type can be Regular, First Level, Second Level, or Inline.

For detailed information about the types of maps, refer to Map Types
d. Select the map Subtype.

The map subtype can be By Rule, Pass All, or Collector.

For detailed information about Pass All, refer to About Map-passall Maps. For
detailed information about Collector, refer to About Shared Collectors.
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e. Enable the Pass Traffic checkbox if no rules are matching.

f.  Enable the Control Traffic checkbox to pass the GTP control traffic (GTP-c) to all
GigaSMART engines in a GTP engine group. A GTP engine group has multiple
GigaSMART engine port members.

NoTE: The Control Traffic checkbox is applicable only for GTP and is displayed
only if the map type is configured as First level, and the map sub type is
configured as By Rule.

5. Specify the Map Source and Destination.

a. From the Source and Destination drop-down list, select the required source and
destination ports for the map. To create a port list, click Port Editor.

NOTE: You can add a maximum of 324 ports in the Source drop-down list, if the
ports are not attached to a GigaStream.

NoTE: For details about port types that are supported for the different types of
maps, refer to Port Lists.

b. If you have selected a circuit port in the Destination drop-down list, select the
required circuit tunnel from the Encapsulation Tunnel drop-down list to
encapsulate the traffic.

NoTE: For details about circuit tunnels, refer to About Circuit-ID Tunnels.

c. Ifthe map is used to redirect the decapsulated traffic to the required tool ports,
ensure that you select the IP interface in the Source drop-down list. You must have
attached the IP interface to the VXLAN or L2GRE tunnel. For details about VXLAN or
L2GRE tunnels, refer to About Virtual Extensible LAN (VXLAN) Tunnels and About
Layer 2 Generic Routing Encapsulation (L2ZGRE) Tunnels. From the Destination
drop-down list, select the required tool ports.

d. Ifthe map will use a GigaSMART operation, select the operation from the
GigaSMART Operations (GSOP) drop-down list.

e. Ifyou select tool GigaStream for the destination, you can view the utilization value
for the GigaStream.

6. Add rulesto the map.

To add rules to the map, do any of the following:

o Use the Quick Editor. For details, refer to the How to Use the Quick Editor for Pass
and Drop Rules.

o Import a map template by clicking Import.
o Create a rule by clicking Add a Rule.

Traffic Filtering
Flow Mapping® 442



GigaVUE Fabric Management Guide

For detailed information about map rules, refer to Map Rules.
7. Set the Map Order by selecting the priority from the Priority list.

For details about map priority, refer to Map Priority.
8. Set the Map Permissions.

For details about map permissions, refer to Port Access and Map Sharing.
9. Set the Map Tag.

Select the required tag key and tag value to which the map must be associated. The
tag key and the associated tag values must be created in advance in GigaVUE- FM.
Refer to the "Tags" and "Role Based Access Control" sections in the GigaVUE
Administration Guide for more details.

NoTE: When you associate a map to a tag value, then the ports, port groups,
port pairs, GigaStreams that belong to the map are also associated to the tags.

Clone Map

You can create a copy of an existing map by doing the following:

1. Select Maps > Maps to open the Maps page.

2. Select the check box of the map that you to clone.
3. Click Clone.
4. Make changes to the map as necessary, such as specifying an alias.
5. Click Save.
Edit Maps

To edit an existing map:
1. Click the List view button.

2. Select the map on the Maps page by either selecting the check box and then clicking
Edit, or click on the row in the table and clicking Edit in the Map Quick View.

3. Make the changes to the map.

When editing a map, you can only modify the following:
o Map alias

o Description

o Change the source and destination.

o Select a different GS Operation.
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o Modify rules.

o Add rules.

o Delete rules.

o Permissions as allowed.

NoTE: Editing a map with consecutive network ports might take time.
Map priority might also have changed. If map priority has changed during
the edit operation, you must manually change the priority of the edited
map.

4. Click Save.

Delete Maps

Keep in mind the following rules and notes before you delete a map:

» If you have configured an active visibility policy action for a map, ensure that you delete
the active visibility policy before you delete the map. If you delete the map before
deleting the active visibility policy, it would result in errors in the policy action.

« |f you delete a map, which has a network port that is shared with another map, the map
statistics will be reset for the other map.

To delete a map or maps, do the following:
1. Select Maps > Maps to open the Maps page.
2. Select the check box for the map or maps to delete, and then Click Delete.

3. When the message appears, asking if you want to delete the selected maps, click OK.

NoTE: |In the GRIP configuration, when you delete a map on the primary node,
irrespective of the inline-network traffic-path, the traffic is switched to the secondary
node. The port utilization must be 0% on the primary node and active on the
secondary node.

Create Map Groups

Map Groups are a collection of maps that are used with GTP Flow Sampling Overlap and
GTP Whitelisting Overlap GigaSMART solutions.

Use the Map Groups page to create a group of maps for GTP forward listing and GTP flow
sampling. All the maps in a map group receive traffic according to map rules, rather than
map priority. Thus, multiple copies of a GTP packet can be sent to more than one tool. This
functionality is referred to as overlapping maps.

Traffic Filtering
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The virtual port for specified as the source for GTP forward listing and GTP flow sampling
must have GTP Overlap enabled.

When creating Map Groups keep the following in mind:
« A map group can be associated with only one GigaSMART group (gsgroup).
« All maps within a map group must be connected to the same vport.

« A map group can consist of only one GTP forward listing map or only one GTP flow
sampling map but it cannot contains two maps of the same type.

» Once you have created a map group, you cannot edit it to change the type or subtype
of the map. However, you can add or edit the map rules for a map, which is configured
in @ map group. Similarly, you cannot edit the map group alias but you can edit the
aliases of the maps that are configured in the map group.

« Ifmultiple map groups are configured, the maps within each map group must point to
the same port groups as the other map groups.

To create a Map Group, do the following:
1. Select Maps > Map Groups to open the Maps page.
2. Click New.
Enter an alias for the map group.
Use an alias that helps identify the map group.

4. (Optional) Enter a description about the map group. Refer to Description to Map Rules
for the considerations regarding description.

5. Click in the Maps field and select the maps to add to the map group.
6. Click Save.

Description to Map Rules

Use description to label the purpose of a rule or the type of traffic covered by a rule. To add a
map rule description to a map select Maps > Maps > Edit.

Consider the following when adding map rule description:

« Use up to 128 characters, including spaces.
» Enclose the description in quotation marks, if the description is longer than one word.

«» Toinclude double quotation marks (") inside the quotation marks, precede the quote
mark with a backslash (\).
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Error Messages

Error messages are displayed when a description is invalid, for example:

if the description is longer than one word and does not include double quotation marks
if the description is longer than 128 characters
if the rule with which the description is included is not valid.

Edit Map Rule Description

To edit a map rule description, do the following:

1.

(IR NENNN

Select Maps > Maps

Select the map to edit.

Click Edit.

Change the description in the Description field

Click Save to recreate with a different description.

How to Use the Quick Editor for Pass and Drop Rules

When creating a map, you can use the Quick Rule Editor to quickly select custom port
numbers for a map rule or add a range of IP address.

How to Use the Quick Editor to Add Port Numbers

To use the Quick Rule Editor, do the following:

1.

While on an Edit Map or New Map page, click Quick Editor under Map Rules. This
opens the Quick Rule Editor.

2. On the Quick Rule Editor view, select the port number or numbers to add for a pass or
drop rule or both.
The Quick Rule Editor has two columns of custom port numbers, one for pass rules and
one for drop rules. In each column, the ports are categorized by type. For example,
Web provides a list of HTTP ports as shown in the following figure, where HTTPS port
443 is selected for pass and HTTP port 80 is selected for drop.
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3. Click Add.
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A rule with a port source is added for each custom port number selected in the Quick

Rule Editor. If the port was selected from the custom port numbers under Pass, the

rule is a pass rule. If the port was selected from the port numbers under Drop, the rule

is a drop rule. Manage MapsThe following figure shows two rules added by the

example shown in the previous step.

~ Map Rules

Traffic Filtering
Flow Mapping®

Quick Editor

x Rule 1

IPv4 Source
10.10.10.2

x Rule 2

Port Source
80

X Rule 3

Port Source
443

Import Add a Rule

@ pass

/ 255255255252

© Pass

to 0-65535

@ pass

to 0-65535

© prop [ Bi Directional

@ prop [ Bi Directional

B

© prop [ Bi Directional

B

447



GigaVUE Fabric Management Guide

How to Use the Quick Port Editor to Add IP Address

Rather than enter IP address for map rules one at a time, the Quick Rule Editor makes it
possible to enter a range to quickly add the IP addresses, saving time.
To enter a range of IP address with the Quick Rule Editor, do the following:

1. While on an Edit Map or New Map page, click Quick Editor under Map Rules. This
opens the Quick Rule Editor.

2. Enter an IP address range in the List field under IPv4 Source or IPv4 Destination or
both. For example, 10.10.10.9.11/32 in the List field under IPv4 Source as shown in the
following figure.

w IPv4 Source

List 10.10.109.11/32

3. Click Add.

The Quick Rule Editor adds the IPv4 Source rules with the |IP addresses. For example, if
you entered 10.10.9.11 for the IPv4 Source, the editor adds three Ipv4 Source rules with
the IP addresses 10.10.10.9/32,10.10.10.10/32, 10.1010.11/32 as shown in the following figure.

w Map Rules

Quick Editor || Import Add a Rule

X Rule 1 Condition search... - | @pass © Drop [ gi-directional
Rule Comment Comment
IPv4 Source x
10.10.10.9
32 B or NetMask
X Rule 2 Condition search... v | @pass © Drop [CI gi-directional
Rule Comment Comment
IPv4 Source x
10.10.10.10
32 B or NetMask
% Rule3 | Condition search.. ~ | @pass @ prop [Dei-directional
Rule Comment  Comment
IPv4 Source x
10.10.10.11
32 B or NetMask
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Map Templates

Map templates can be created by admin users. Once created, any user creating a map can
use any template.

Admin users can define standardized traffic flows, applications, and rules that will be
convenient for users when creating their maps. To do this, the admin creates map
templates; later, users can use one or more templates as the basis for their maps.

Templates are created using the same rules and parameters as regular maps, but they do
not have any network or tool ports. GigaSMART operations are also not included in
templates.

The rules defined in the template become the starting point for the map. The rules can be
edited or removed and new rules can be added to the map.

No changes made to the map will be reflected back in the original template. Once the map
is created, it has no association with the original template from which it was created. Any
changes to a template will not be reflected in any maps created with the previous version of
the template.

Create Map Templates

To create a map template, do the following:

1. Select Maps > Map Templates.

2. Click New. The New Map Template opens.
Figure 44 New Map Template
Enter an alias in the Map Template Alias field.
(Optional) Enter description about the template.

Add map rules by clicking Add a Rule for each rule that you want to add.

o 0 A W

After you are done creating rules, click Save.

The new map is included on the Map Templates page.

Edit Map Templates

To edit a map template, do the following:

1. Select Maps > Map Templates to open the Map Templates page.
On the Map Template page, select the template to edit.
Click Edit.

Modify the map template by adding or deleting rules or description. (You cannot
change the alias.)

INEENIN
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5. Click Save.

Map Template Quick View

When you click on the alias of a map template on the Map Templates page, a Quick View
displays that shows the comments (if any) and rules.

Manage Map Rule Resources

The resources available on a GigaVUE HC Series line card or node changes depending on the
combination of criteria in place on the line card or node as a whole. In general, adding or
removing MAC address, UDA pattern match, or IPv6 criteria in the map rules bound to a line
card or node changes the type of filter template used on the line card or node. This can
result in a brief interruption of traffic as the new template is applied.

Template Groups

The template groups are listed sequentially from least resource-intensive to most resource-
intensive:

« IPv4 Only - This is the default filter template, including all IPv4 arguments without any
MAC addresses, UDA data patterns, or IPv6 arguments. This template can support the
IPv4 and related filter criteria, including VLAN tags, source/destination ports, protocol
criteria, and so on.

« IPv4 and MAC Addresses — This template combines MAC address criteria with the
standard IPv4-related criteria. When MAC address criteria are in use, map rule
resources are decreased.

« IPv4 and Single UDA Data Pattern - This template combines one of the two available
UDA data patterns with the standard IPv4-related criteria. Using a single UDA criteria
does not affect the total number of drop map rules available, but it does decrease the
number of pass map rules available.

«» Both UDA Data Patterns — This template uses both UDA data patterns but removes
the ipv4 argument. Drop map rule availability is not affected by adding a second UDA
data pattern, but pass map rules are decreased again from what was available when
only a single UDA was used.

= IPv6 Arguments - This template adds the use of the IPv6 argument. IPv6 criteria are
resource-intensive, significantly decreasing both drop and pass map rule capacity, as
shown in the following table. Note also the changes in available criteria and available
resources.

The map rule criteria available in each filter template (or “group”) is shown in the following
table.
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Table 14: Map Rule Criteria for Default Templates

Rules - Pass and

Drop

IPv4

IPv4

IPV4 +
MAC

IPV4 +
UDA

UDA

IPv6

MAC

UDAI

UDA2

VLAN

Inner VLAN

L4 Port dst and src

<

NN IENEN

\

Ethertype

IP Ver

Protocol

DSCP

ToS

TCP Ctl

IP Frag

TTL

ST XNX XX

NENENENENENEN

NN EN RN ENENEN

IPv6 Flow Label

N N N N I N I N I N I N N I N R NI AN

N N N N I N I N I N I N B N N NI AN

The number of rule entries in a cluster is shown in the following table.

Table 15: Rule Entries

# Rule Entries IPv4 IPv4 + UDA
UDA

GigaVUE-HC1-Plus 3071 3071 3071 3071 3071
GigaVUE-HC3 4096(1024 | 4096(1024 | 4096(1024 | 4096(1024 | 4096(1024

per slot) per slot) per slot) per slot) per slot)
GigaVUE-HC2 CCv1 Node 4096 2048 2048 2048 2048
GigaVUE-HC2 CCv2 Node 16384 8192 8192 8192 8192
GigaVUE-HC1 Node 16384 8192 8192 8192 8192
GigaVUE-TAI0/TA40 Node | 2048 1024 1024 512 512
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# Rule Entries IPv4 + IPv4 + UDA

MAC UDA
GigaVUE-TA100 Node 1024 1024 1024 1024 1024
GigaVUE-TA200 Node 1024 1024 1024 1024 1024
GigaVUE-TA25 3071 3071 3071 3071 3071
GigaVUE-TA400 10229 6133 10229 10229 6133

NoTE: |n addition, you can use flexible filter templates on GigaVUE-HC3 to support up
to 6K rules per slot. On GigaVUE-TAI00 , GigaVUE-TA200 they support up to 6K rules

per pseudo-slot, or 24K rules per node. GigaVUE-TA25 supports up to 18K rules per
node and 6142 rules per node. Refer to Flexible Filter Templates for details.

NoTE: The above table lists the values for the Default template with license.

Add Tags to Map Rules

You can associate tags to the map rules. Each rule within a map can be associated with

different tag keys and tag values. Tagging at rule level allows you to view the statistics of the
flow of traffic based on the rules associated to the traffic.

Consider the following maps and map rules associated to tags:

Maps Tag Key Tag Value
Map1 Maptag M1
Src: 1/1/x1
Dst: 1/1/x2
- Rule1 Flow Flow1l
Vlan 100
- Rule 2 Flow2
VIan200
Map 2 Maptag M2
Src: 1/1/x3
Dst: 1/1/x4
-Rule1 Flow Flow1
Vlan 100
- Rule 2 Flow?2
VIan200
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With rule-level tagging, you can view the traffic flow associated with Rule 1 of both the Maps
based on the tag value Flowl, even though the rules are defined as part of different maps.
Refer to the Map Rule Statistics Dashboard section for viewing statistics related to the flow
of traffic based on the rules defined.

To associate tags to map rules:
1. When creating a map, click on Add a Rule.

2. Add the required tags to the rule.

w Map Rules

Quick Editor Import Add a F;ule

% Rule 1 | Condition search... ~ | @ Pass () Drop Bi-directional

Rule Description  Description

Tags

TagKey i Values ® 0o

Notes

Refer to the following notes:

* Rule level tagging is applicable for:
e Flow Maps
e Fabric Maps

* Rule level tagging is applicable for the following map types:
* Regular Maps
e First Level Maps
¢ You can associate only aggregation tags with map rules. However, traffic statistics
displayed in the Map Rule Statistics dashboard is based on the following
« RBAC tags associated at the map level.
e Aggregation tags associated at the rule level.

Map Rule Statistics Dashboard

The Map Rule Statistics dashboard displays statistical data related to the map rules and the
associated traffic. To view the Map Rule Statistics dashboard:

Traffic Filtering
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1. On the left navigation pane, select Lt -> Analytics -> Dashboards.

2. Click Dashboards from the top menu. Select Map Rule Statistics from the list of
dashboards.

The Map Rule Statistics dashboard is displayed. The visualizations are displayed in the
following two tabs:

e Metric
e Trend

The Metric tab displays the following visualizations

» Total Traffic: Total traffic in packets per second
» Average Traffic: Average traffic in packets per second
» Associated Map Rules: Map rules associated with the traffic

The Trend tab displays the following visualizations:

Visualizations Displays...

Maximum vs. Average Traffic in pps Maximum traffic versus average traffic in packets per
second on an hourly interval.

Maximum vs. Average Traffic in bps Maximum traffic versus average traffic in bytes per second
on an hourly interval.

Traffic Distribution at Rule Level in pps Traffic distribution at rule level in packets per second.

Top-N Rules by Maximum Traffic in pps Top 5 rules contributing to the maximum traffic in packets
per second

Top-N Rules by Average Traffic in pps Top 5 rules contributing to the average traffic in packets per
second

Use the following 'Control Visualizations' to filter the traffic:

e Flow Sample

e Cluster ID

e Host Name

« Map Rule Sample

Customize the Flow Sample and Map Rule Sample options to filter the data based on the
tags configured in GigaVUE-FM. Refer to the Filter Data Using Tags in Control Filters section
for more details.

NoTE: Refer to the Fabric Health Analytics section for information about filtering and
searching in the dashboards page.
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Flexible Filter Templates

Flexible filter templates maximize the number of map rules, optimize filter resources, and
enhance the scalability and flexibility of flow mapping. Flexible filter template is supported
in GigaVUE-HCI1-Plus,GigaVUE-HCI1, GigaVUE-HC2 CCv2, GigaVUE-HC3, GigaVUE-TAI00,
GigaVUE-TA200, GigaVUE-TA200E,GigaVUE-TA25, GigaVUE-TA25E and GigaVUE-TA400.

Refer to Manage Map Rule Resources for template groups on other GigaVUE nodes.

Flexible filter templates increase the number of map rules and also eliminate current
restrictions on map rule combinations, such as ipv6+MAC or ipve+UDA.

Refer to the section Flow Mapping® FAQ for the number of map rules supported.

Flow mapping uses filter templates to determine the traffic to filter based on qualifiers
specified in the template. A filter template has a specific set of qualifiers used to apply to
map rules. You can control the template that you apply to a specific slot on GigaVUE-HC3 or
a specific pseudo-slot on GigaVUE-TAT00 or GigaVUE-TA200. For GigaVUE-HC1 and
GigaVUE-HC2 CCv2, you can apply the filter template only at the control card level which will
be applied across all the line cards.

Flexible filter templates offer five default templates. Custom templates can also be created
that have a qualifier set selected from the list of available qualifiers.

Refer to the following sections for details:

« Filter Template Qualifiers and Defaults

« Flexible Filter Template Configuration

« Filter Template Limits

» Filter Template Rules and Recommendations
» Filter Template Best Practices

« Filter Templates in a Cluster

« Filter Templates Formulas

Filter Template Qualifiers and Defaults
Refer to the rows in Map Rule Criteria for Default Templates for the list of qualifiers for filter

templates. Refer to the columns in Table 14: Map Rule Criteria for Default Templates for the
default templates and the qualifiers that are predefined for the defaults.

NOTES:

« The default templates cannot be deleted.
« Theipver qualifier is implicitly included in all default and custom templates.
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Flexible Filter Template Configuration

To configure filter templates:

1. Access the GigaVUE node using a Web browser and log in with administrator user
credentials.

2. Select Maps > Filter Templates.

3. Toadd a custom template, click New.

4. Specify an alias, an optional description, then select qualifiers. Click OK.
5

To apply a custom template to a slot or pseudo-slot, select it and click Apply.

NoTE: For GigaVUE-HC1 and GigaVUE-HC2 CCv2, you can apply a filter template
only at the control card level which will be applied across all the line cards

6. Select the slot or pseudo-slot and click OK.

The Filter Templates page displays the applied slot or pseudo-slot. You can edit an
existing custom filter or delete it. A template can be deleted if it is not currently in use,
meaning that it has not been applied.

7. To display filter templates, click on a row in the Filter Templates page.

Filter Template Limits

The number of qualifiers in a template limits the total number of rules that can be defined.
The maximum rule limit on the GigaVUE-HC3, GigaVUE-TAI100, or GigaVUE-TA200 is 1K
(1024) per slot or pseudo-slot when using the default templates.

Custom templates allow the creation of templates with only those qualifiers needed for the
rules that you plan to use in flow maps. The qualifiers specified in a flexible template can
increase or decrease the maximum rule limit, depending on the qualifiers selected. With
flexible filter templates, it is possible to reach a maximum limit of 6K rules per slot on the
GigaVUE-HC3 node and 6K rules per pseudo-slot, or 24K total rules on the GigaVUE-TAT00
or GigaVUE-TA200 node and 18k rules per node on GigaVUE-TA25.

Flexible Filter Templates displays a Limit.

How to Understand Map Filter Resources

Starting in software version 5.0, when a filter template is applied, filter resources display the
total number of map rules used in a map as well as the limit. If the limit is 1024, 1023 is
displayed, even though the actual limit is 1022, or two less than the limit. This discrepancy is
due to extra resources needed for internal usage.
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Filter Template Rules and Recommendations

When creating flexible filter templates, keep the following rules and recommendations in
mind:

Filters are applied to a specific slot or pseudo-slot, not to the node.
By default, all slots will be in the pre-defined ipv4 template.

There is a limit of 512 custom templates.

Custom templates can have duplicate sets of qualifiers.

The filter limit is calculated when the template is created. In most cases, a higher-cost
qualifier set (for example, IPv6, UDA, or MAC are higher cost) consumes more resources
and leads to a lower filter limit.

Flexible filter templates have no effect on existing flow mapping behavior, including pass
versus drop map rules, map priority, network port sharing, GigaSMART operations, or first
level and second level maps.

When deploying a Resilient Inline Arrangements (RIA) map in IPv6, specifying MAC
source address, MAC destination address and EtherType as qualifiers will not be accepted.

When configuring filter templates, certain combinations of qualifiers are not supported
on some of the platforms even though the total bits consumed by the qualifiers is less
than (480-54) bits. This is due to the limitations in the hardware. For example, a flexible
filter template configured with qualifiers 'ipsrc ipdst portsrc portdst udal uda2'is
supported on GigaVUE-HC3 but not on GigaVUE-HC2 CCv2 card.

To use Flexible Filter Template along with inline-netlag, both VLAN and inner VLAN must
be added in addition to other needed qualifiers.

NoTE: To verify if a flexible filter template is supported on a specific platformm and
the number of rules supported, you must create the template with the desired
qualifiers and execute the show filter-template limit command. If the number of
rules is N/A, then it indicates that this combination of qualifiers is not supported on
the corresponding platform.

Filter Template Best Practices

The following are best practices for optimizing filter resources using filter templates.

First determine all the needed qualifiers, then create a template, apply the template, and
configure the map rules.

Traffic Filtering

» Connect network ports of a slot to flows of the same application. For example, if you
have two flows:
o one is filtered on macsrc and macdst
o the second one is filtered on ipdst and ipsrc

» In case both flows connect to ports on the same slot, that slot will have to have a
template of macsrc, macdst, ipsrc, and ipdst, with a limit of 1024 rules.
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« However, filter resources can be optimized by connecting these two flows to ports on
different slots with one template for macsrc and macdst and the other template for
ipsrc and ipdst. Both templates will have a limit of 3072 rules.

The following are best practices for adding more rules if a limit has been reached:

« Create a new template with all the qualifiers that are in use on a specified slot.
« Issue the show filter-resource slot commmand to obtain the list of qualifiers in use.

« Issue the filter-template alias <alias> qualifiers add cormmand with that list of
qualifiers.

« Issue the show filter-template limit commmand to check if the new template allows a
higher limit. If it does, apply the filter using the card slot <slot ID> filter-template
command.

Filter Templates in a Cluster

Filter template configuration is synchronized across the cluster. However, a cluster can have
different GigaVUE nodes, so one set of qualifiers may or may not be valid on all nodes.

Filter Templates Formulas

The formulas in this section can help you determine the number of map rules that are
supported, based on the qualifiers specified in the filter template. Use the formulas as
guidelines.

The number of map rules depends on the number of qualifiers a template can support. The
total cost of qualifiers for a map rule must not exceed 10.

The cost of each qualifier depends on the number of bits it consumes. The following table
lists the number of bits each qualifier consumes and the cost for each qualifier.

Table 16: Bits Consumed and Cost per Qualifier

Qualifier Bits Cost
dscp 6 1
ethertype 16 1
ip6src 128 4
ipbdst 128 4
ip4src 32 1
ip4dst 32 1
macdst 48 2
macsrc 48 2
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Qualifier Bits Cost
macsrc and macdst 96 3
portsrc 16 1
portdst 16 1
protocol 8 1
tos 8 1
ttl 8 1
vlan 16 1
vxlan 48 1
I2gre 24 1
udal 128 4
uda2 128 4
inner-vlan 16 1
gsetl* 58* *

* gsetl is made up of the following: tos: 8, ipfrag: 2, tcpctl: 8, ttl: 8, ip6fl: 32. The cost depends
on the combination of the qualifiers used.

The qualifier cost is the cost of all qualifiers + 54 bits.
. Ifthe cost is less than or equal to 80 bits, 6K rules/slot are supported.
. Ifthe cost is greater than 80 bits but less than 160 bits, 3K rules/slot are supported.
. Ifthe cost is greater than or equal to 160 bits, 1K rules/slot are supported.

Examples:

« Fortheip6src and vlan qualifiers—ip6src is 128 bits, vlan is 16 bits, so the total is
128+16+54 bits, which is a cost greater than 160 bits, so 1K rules per slot are supported.

« For the portdst qualifier only—portdst is 16 bits, so the total is 16+54 bits, which is a cost
less than 80 bits, so 6K rules per slot are supported.

The maximum cost supported is 480 bits/template.
Review Map Statistics with Map Rule Counters

Map Statistics can be viewed in the following ways:
» The Statistics page.
For details, refer to Viewing Map Statistics with the Statistics Page
» The Map Quick View.
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For details, refer to Viewing Map Statistics with Quick View

A single packet may match multiple rules in the map and will not cause multiple rule
counters to increment. Only the last rule which is the highest priority in the order will
increment. The flow map rule priority is based on the order it was created. Thus, the sum of
the map rule counters across all the map rules may be higher than the total number of
packets received and transmitted by the map.

NoTE: Drop rules have a higher priority than pass rules.

For example, consider the following three map rules:
» Rule1-ipsrc10.10.0.0 /24 bidir
» Rule 2 -ipsrc10.10.0.100 /32 bidir
« Rule 3 - portsrc 80

A packet with ipsrc 10.10.0.100 and portsrc 20 will match Rule 1 and Rule 2, which will be
forwarded to the tool port or ports. The counters for Rule 2 will only be incremented.

There are several reasons a map rule counter may not increment:

« Traffic matching the rule is not currently present in the production network.

« The network port is not monitoring the network at the proper location to see the traffic
specified by the map.

« A higher-priority map is forwarding the packet before it can be inspected by this
particular map.

« The map rule itself may be specified incorrectly.

Viewing Map Statistics with the Statistics Page

To review map statistics indicating the total packets and total octets handled by maps and
the number of rules in the map, select Maps > Maps > Statistics. The Statistics page displays
the map statistics in a table format listing the maps by their alias. Clicking on a map alias
opens a Quick View for that map. To clear map counters, click the Clear button.

Viewing Map Statistics with Quick View
To review map rule counters indicating the number of rule matches for a map as packets

are inspected and forwarded, select the map and view the information in the Quick View
window.
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Flow Mapping® FAQ

This section answers frequently asked questions by users migrating to the Flow Mapping®

model.

How Many Map Rules are Supported?

The maximum number of map rules supported per line card or standalone node are shown
in Maximum Number of Nodes and Map Rules Supported in a Cluster.

Table 17: Maximum Map Rules

Node Type Maximum Maximum with Maximum with Advanced Features
Combined Flexible Filter License for Flexible Filter Templates
Rules for Templates Without a
Default License
Template
Without a
License
GigaVUE-HCI- 6142 6142 N/A
Plus Node
GigaVUE-HCI- 3071 3071 N/A
Plus Module
GigaVUE-HC2 4K (4096) N/A N/A
GigaVUE-HC2 with | 16K (16383) 16K (16383) N/A
Control Card
version 2 (HC2
CCv2)
GigaVUE-HC3 Node | 4K (4096) 24K (24576) N/A
GigaVUE-HC3 1K (1024) 6K (6144) N/A
Module
GigaVUE-HC1 16K (16383) 16K (16383) N/A
GigaVUE TA Series | 256 The Flexible Filter The Advanced Features License is
Templates are available available only for the GigaVUE-TA
only for GigaVUE-TA100 | Series. The extended max rule limit
and GigaVUE-TA200 varies based on the GigaVUE-TA Series
nodes. node.
GigaVUE-TA10 256 N/A 2K (2048)
GigaVUE-TA25 256 256 18k rules per node
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Node Type Maximum Maximum with Maximum with Advanced Features
Combined Flexible Filter License for Flexible Filter Templates
Rules for Templates Without a
Default License
Template
Without a
License
GigaVUE-TA40 256 N/A 4K (4096)
GigaVUE-TA100 256 256 6K (6144) per pseudo-slot with Flexible
Filter Template and Advanced Feature
License.
1K (1024) per pseudo-slot with only
Advanced Feature License.
GigaVUE-TA100- 1K (1024) N/A N/A
CXP
GigaVUE-TA200 256 256 6K (6144) per pseudo-slot with Flexible
Filter Template and Advanced Feature
License.
1K (1024) per pseudo-slot with only
Advanced Feature License.
GigaVUE-TA400 256 256 88K (22528) per pseudo-slot with

Flexible Filter Template and Advanced
Feature License.

40K (10299) per pseudo-slot with only
Advanced Feature License.

The limit for GigaVUE TA Series standalone nodes is 256 combined pass/drop rules but is up
to 2048 with the Advanced Features License installed.

Refer to Manage Map Rule Resources for managing map rules.

The maximum number of nodes and map rules supported when in a cluster is as follows:

Table 18: Maximum Number of Nodes and Map Rules Supported in a Cluster

When a Cluster is Configured with:

Out-of-Band Cluster Management

Number of Nodes

32

Maximum Map Rules

38000

Inband Cluster Management

16

38000
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The maximum number of map rules supported in a cluster apply to all nodes in the cluster
including GigaVUE H Series nodes: GigaVUE-HC3, GigaVUE-HC2,
GigaVUE-HC1,GigaVUE-HCI-Plus and GigaVUE TA Series nodes: GigaVUE-TAT,GigaVUE-TA4O,
GigaVUE-TAIO00, GigaVUE-TA25 including Certified Traffic Aggregation White Box (white
box).

How Many Rules Can Each Map Have?

The maximum number of rules per map is 4K (4096), except on products that only support a
total of 2K map rules. GigaVUE-HC3 supports 6K rules per map. Refer to Maximum Number
of Nodes and Map Rules Supported in a Cluster.

How Many Maps Can Run at Once?

The maximum number of maps that can run is only limited by the total number of rules
used by the maps.

What Criteria can be Filtered in Q-in-Q Packets?

Maps on GigaVUE nodes can match Layer 3/Layer 4 criteria in packets using Q-in-Q with up
to two tags. For more information refer to How to Handle Q-in-Q Packets in Maps.

How Many Maps Can Share a Network Port?
There is no limit to the number of maps that can share a network port.
How Many Network Ports and Tool Ports Can Be in a Map?

If the ports are not in a GigaStream, the number of individual map ports in the Source or
Destination field of a map is limited to 64 on all GigaVUE HC Series nodes. The individual
ports can be any of the following port types: network or tool.

On GigaVUE-HC2 and GigaVUE-HC3, if the ports are in a GigaStream, the limit is 95.
Are Port-Filters Supported?

Yes.

Egress port-filters (tool, hybrid, circuit, and inline network), are less efficient and scalable
than flow maps, but they do provide a convenient way to narrow down the traffic seen by
the tools/GigaVUE H Series nodes without having to change an entire map. Refer to Port
Filters for details.
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Each GigaVUE-HC2 or GigaVUE-HC3 module, or GigaVUE-HBT1 node supports 100 combined
egress port-filters. A single filter applied to multiple tool ports counts multiple times against
the 100-filter limit.

In the GigaVUE-HC2 equipped with Control Card Version 2 (HC2 CCv2), or the GigaVUE-HCI
or GigaVUE-HC3 node, the limit is 400 filters.

The GigaVUE TA Series can only support 20 egress port-filters. When the GigaVUE-TAI100 or
GigaVUE-TA200, are in a cluster, they can support 400 filters. GigaVUE-TA25, supports 20
port filters by default and up to 100 port filters with advanced feature license.

Does Flow Mapping® Support Passalls?
Yes.

Flow Mapping® supports passalls with the following:

« The map Subtype Pass All option for network to tool port passalls.

» Atool-mirror connection between to tool ports. The Tool Mirrors page replaces the tool-
to-tool port passalls. To create a Tool Mirror, select Ports > Tool Mirrors to go to the Tool
Mirror page shown in Figure 45Tool Mirror Page.

Allas
Comment
Source Tool Ports Click to select

Mirrored Destinatlon Ports Click to select

Figure 45 Tool Mirror Page
Does Flow Mapping® Support port-pairs?
Yes.

Select Ports > Port Pairs to go to the Port Pairs page shown in Figure 46Creating Port Pairs.
For more information about port pairs and details on configuring two ports as an inline TAP,
refer to Port Pairs.

O 4 Alias First Port Second Port Link Failure Propagation Comment
] portPp 1112 11114 false rest

(] ppl 1/1/x12 1/1/x13 true comm ppl1 updated

Figure 46 Creating Port Pairs
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Does Flow Mapping® Support UDA Pattern Matches?
Yes.

Pattern match rules are still supported in map rules. They can be used in both pass rules and
drop rules. Refer to Work with User-Defined Pattern Match Rules for details.

Are Maps Supported Across Nodes in a Cluster?
Yes.

Clusters of GigaVUE nodes operate as a unified fabric. Use the standard box ID/slot ID/port
ID syntax to create packet distribution, just as on a standalone node. Maps can have network
ports and tool ports on different physical nodes within the cluster.

Similarly, a map does not need to keep its network and tool ports on the same physical node
in order to take advantage of GigaSMART operations — a GigaVUE TA Series node in a cluster
can take advantage of the GigaSMART processing available on a GigaVUE-HC2 or
GigaVUE-HC3 module, or GigaVUE-HCI node elsewhere in the same cluster.

Does Flow Mapping® Support GigaSMART Operations?
Yes.

The wizards in GigaVUE-FM make it easier than ever to include GigaSMART operations —
rather than having to create a GigaSMART operation separately before including it in a map,
you can now create and use it all within the same mapping wizard. Refer also to Work with
GigaSMART Operations for examples of flow mapping.

Can a GigaStream Act as a Shared Collector?
Yes.

Multiple individual ports for a Shared Collector can be setup or a GigaStream tool group.
Refer to About Shared Collectors for details.

What Are the GigaStream Maximums?

The number of GigaStream per line card, module, or node varies by product. Refer to
GigaStream Rules and Maximums for the details.

DoesGigaVUE-FM Provide the Same Features as the GigaVUE-OS CLI?

The GigaVUE-FM provides all of the mapping features of the CLI in an intuitive and highly-
usable setting. The map creation wizard speeds map creation.
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What order are the map rules displayed in "show running config"?

You can view the rules within a map, displayed in the order created.
Active Visibility

Active visibility is a framework that allows your visibility network to adapt to dynamic events.
The framework is designed to react to evenfts and take actions in response to events in your
visibility network.

An active visibility policy defines conditions and actions. When conditions are met, actions
are executed. The policy specifies both the conditions and the actions and ties them
together.

The conditions and actions are pre-defined. Conditions are events that are used to trigger
changes to configuration. Actions can notify users of certain events and/or modify the
configuration in response to certain events. Conditions can be port-based or time-based.

For example, if a tool port is overloaded, you might want to reduce the traffic sent to the
tool. You can configure two maps, one targeted for your high priority traffic and the other
targeted for your low priority traffic. Then you can specify conditions to monitor tool port
utilization. When traffic is below a threshold, both maps can be enabled, thus all traffic will
be sent to the tools. But when traffic is above the threshold, you can specify an action so that
only the map targeted for the high priority traffic is enabled and thus only that traffic will be
sent to the tool.

Another example is that you might want to use a different set of maps and map rules to
provide visibility during different times, such as during working hours, or on weekends. If
there is going to be a backup on the weekend, you can specify a policy to disable a map at a
specific time or day.

NoTE: GigaVUE-FM GUI for Active Visibility is available only until software version
5.4.00. Refer to the “Configuring Active Visibility” section in the GigaVUE-OS CLI
Reference Guide for details on further software enhancements of this feature.

Active Visibility—Rules and Notes

Keep in mind the following rules and notes when working with Active Visibility:

e A policy must have at least one condition. An action is not required.

» Up to five (5) conditions can be specified in a policy. The parameters and values that are
specified in the condition depends on the condition. The policy is executed only when all
conditions are met.
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» Up to five (5) actions can be specified in a policy. The parameters and values that are
specified in the action depends on the action.

e Within a policy, there is one unique condition. For example, there can only be one PortUp
condition, not multiple PortUp conditions within a policy.

¢ Within a policy, there can be multiple actions, including the same action. For example,
there can be multiple PortEnable actions within a policy.

e A policy is triggered if all the conditions are met. Then all the actions are executed. If there
are five conditions in the policy, they all have to be met before the action or actions are
executed. If there are multiple actions, they are executed in sequence, as specified in the
policy. The policy specifies the priority of the actions.

 When there are multiple actions, they will continue to be executed even if there is an
error. For example, if there are three actions and there is an error with the second action,
the first and third actions will be executed. When the policy executes, each action will
have their status reported (success or failure).

* Multiple policies can be in effect at the same time. The policies can monitor different
conditions and take different actions. Up to 100 policies can be defined for a cluster.

» A policy must be enabled for it to become active. However, when you first create a policy,
you might want to disable it so that it does not become active right away.

» When a policy is triggered, an SNMP event and email notification (policytrigger) can
optionally be generated.

» When you want to delete a map that is attached to a policy, you must first delete the
policy and then delete the map. If you delete the map without deleting the policy, there
will be configuration synchronization issues in GigaVUE-FM. In such a case, delete the
policy using GigaVUE-OS CLI. Refer to the "policy” command in the GigaVUE-OS CLI
Reference Guide.

Configure Policies

To configure a policy:

1. On the left navigation pane, click on

2. On the left navigation pane, go to Physical > Active Visibility, and then select the
required cluster or node ID.

3. Inthe Policies page, click New.
4. Enter an alias and description for the policy.

5. When you first define a policy, you will probably want the policy to be disabled, so clear
the Enable check box.
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6. Select the required condition(s) from the drop-down list. The parameters and values
are populated based on the condition(s) you select. For example, if you select the
condition, PortTxUtilLow, there is an Any checkbox and fields for Port ID, Threshold
(%), and Period (seconds). To view the list of pre-defined conditions along with their
descriptions and comments, refer to View List of Conditions and Actions.

7. Select the required action(s) from the drop-down list. The parameters and values are
populated based on the action(s) you select. For example, if you select the action, Port
Disable, there is a Porting checkbox and a field for Port ID. To view the list of pre-
defined actions along with their descriptions and comments, refer to View List of
Conditions and Actions.

8. When you have added the required conditions and actions, click OK.

PO“C\/ oK Cancel

“ Policy Info

Alias * Policyl
Enable O
Description Comment or Description

“ Conditions

o ° Port Down -

Any (i}
Port ID * i ]
m 1/1fx1 m 1/153
m /15 -
Period LiJ

(seconds)

w Actions
o ° Port Disable -
Porting (i}
Portib® [ N TSl N EVPe N EVTEIEg o
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The newly configured policy is displayed in the Policies page. When a policy has not been
executed, it will show a status of NOT EXECUTED. When a policy has been executed, it will
show a status of SUCCESS or FAILURE.

Following are the additional actions that you can perform in the Policies page:

e Enable a policy—When you are ready to enable a policy, select the policy, and then go to
Actions > Enable.

» Edit a policy—Select the policy and then click Edit. Make the required changes, and click
OK.

» Clone a policy—Select the policy and click Clone. Change the policy alias, make any
changes to conditions or actions, and click OK.

e Delete a policy—Select the policy and click Delete. A confirmation displays. To confirm,
click OK.

» View policy details—Click the policy alias to view the details.

* View policy report—To view information on a policy that has been executed, click Report
History. The policy report history is displayed.

View List of Conditions and Actions

To view the list of pre-defined conditions and actions along with their descriptions and
comments:

1. On the left navigation pane, click on
2. On the left navigation pane, go to Physical > Active Visibility, and then select the
required cluster or node ID.

3. On the left navigation pane, click Conditions to view the list of pre-defined conditions
or click Actions to view the list of pre-defined actions.

MAC Address Rewrite

Media Access Control (MAC) address rewrite converts the incoming traffic's MAC address
(source, destination, or both) with a user configured MAC address. The modified packets are
then delivered as per flow mapping configurations. This allows the user to maintain
confidentiality of the outgoing MAC address.

MAC address rewrite can be enabled in two ways:

« Rule based- The MAC address rewrite functionality is enabled for traffic that qualifies a
specific rule in a map. This can be enabled only for pass rules. Rule based MAC address
re-write allows modifying the rule, source, and destination MAC address.

« Map Based- The MAC address rewrite functionality is enabled for traffic that qualifies
any of the rules configured in regular by-Rule maps and shared collectors. The
configuration applies to all the rules that are part of the map except for drop rules. Map
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based MAC address re-write allows modifying the source and destination MAC address

and can also be applied to a deployed map. Refer to Map MAC Address Source and

Destination Compatibility Matrix for more information.

Table 19: Map MAC Address Source and Destination Compatibility Matrix

Source

Destination

Supported

Network Tool/Hybrid, Tool GigaStream/Hybrid Yes
GigaStream, Tool with Egress VLAN
strip/Tool with Egress Port filters.
Network L2 Circuit Encapsulation Tunneling No
Hybrid Tool/Hybrid, Tool GigaStream/Hybrid
GigaStream, Tool with Egress VLAN
strip/Tool with Egress Port filters. Yes
Network /Hybrid Port-group(without smart-lb enabled). Yes
IP interface (De-encapsulation Tunnel) Tool/Hybrid Yes
L2GRE/NVXLAN L2GRE/VXLAN Encapsulation tunnel. No
VXLAN Header/MPLS Header stripping Tool/Hybrid No
Network Port with Ingress VLAN tag Tool/Hybrid Yes
L2-Circuit Tunnel Tool/Hybrid/GigaStream Yes
VXLAN/L2GRE Tunnel de-encapsulation with | Tool/Hybrid/GigaStream No
IP interface
Port-Group Tool/Hybrid/GigaStream Yes
NoTE: If you have configured both map level and rule level MAC address rewrite
functionality in the same map, then rule-based configuration takes priority.

Configuring MAC Address Re-write

Media Access Control address is a six byte hardware identification field with 12 hexadecimal
digits that uniquely identifies a device in the network. You can rewrite the MAC source and
destination fields to configurable MAC address as follows:

1. To enable MAC address rewrite functionality through GigaVUE-FM:

a. Map based Configuration- To configure MAC address rewrite based on maps
follow the below steps:

Select the required cluster or device. Navigate to Maps and click create New
Map. Scroll down to Map Configuration & Rules.

Navigate to > Physical > Nodes.

Under Configuration, enable the ‘Address Rewrite’ checkbox.
Select either MAC Source, Mac Destination, or both.
Specify the MAC Source and Destination.
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Click on OK to complete the configuration.

b. Rule based Configuration- To configure MAC address rewrite based on map rules
follow the below steps

Navigate to > Physical > Nodes.

Select the required cluster or device. Navigate to Maps and click create New
Map. Scroll down to Map Configuration & Rules.

Under Map Rules, click Add a Rule.
Enable the ‘Address Rewrite’ checkbox.
From Map Rules section select either MAC Source , Mac Destination, or both.
Specify the MAC Source and Destination.
Click on OK to complete the configuration.
2. To enable MAC address rewrite through GigaVUE-OS -CLI enter the map prefix mode

with the command config map alias<map> and then enter any one of the following
commands such as:

rewrite-dstmac XX :XX:XX:XX:XX:XX

rewrite—-srcmac XX :XX:XX:XX:XX:XX

no rewrite-dstmac

no rewrite-srcmac

Refer to GigaVUE-OS CLI Reference Guide for more information.

License

You do not need a license to enable this feature for GigaVUE HC Series. To enable this
feature for GigaVUE TA Series ensure you have Advanced Features License.

Limitations

The following are the limitations of MAC Address rewrite.

» Pass-all maps are not supported.

« GSOP enabled maps are not supported.

=  VXLAN/L2GRE Encapsulation and Decapsulation tunnels are not supported
« Inline, Flex Inline maps and OOB copy maps are not supported.

« First level, second level and transit maps are not supported.

« This feature is not supported with Fabric Maps, L2 Circuit Tunnel Encapsulation, MPLS
and VXLAN header stripping enabled-port configurations.

« A paired port receives rewritten mac address when creating a port-pair with a network
port in map/rule-based mac-rewrite byrule map.
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Monitor Port Utilization

This section describes how to monitor port utilization and buffer thresholds on the GigaVUE
H Series and GigaVUE TA Series nodes. Refer to the following sections for details:

« Port Utilization Availability by Port Type

« Set Port Utilization Thresholds

« Configure Alarm Buffer Thresholds
« Set Alarm Buffer Thresholds

= Microburst

Port Utilization Availability by Port Type

You can view port utilization for all network, tool, hybrid, and stack link ports on the GigaVUE
H Series or GigaVUE TA Series nodes. From the device view, go to Ports > All Ports and view

the Utilization (Tx/Rx) column in the table.

Port Id
1kl
112
113
114
1145
116
1kT
1148
119

/1410

g|0|o|jojojo|jojojojao|o o

11411

| Alias

| Status
() Portis he...
(©) Portis he...
) Portis he...
) Portis he...
) Portis he...
() Portis he...
() Portis he...
() Portis he...
) Portis he...
() Portis he...

() Portis he...

BEDBEBEBEBBBEBA;

i Admin

Enabled

Enabled

Enabled

Enabled

Enabled

Enabled

Enabled

Enabled

Enabled

Enabled

Enabled

| Transceiver T... |

sfp+ sr
sfp+ sr

sfp+ st

sfps st
sfp+ st
sfp+ st

sfp+ st

SFP Pawer

-40.00

-40.00

-40.00

-40.00

-40.00

-40.00

-40.00

-40.00

-40.00

-40.00

-40.00

| AvgUHI TX/R-. | PortFitter

o/o -
o/o -
/0 -

o/o -_—

none

none

none

none

none

none

none

| Gigamon Dis... |

Disabled

Disabled

Disabled

Disabled

Disabled

Disabled

Disabled

Disabled

Disabled

Disabled

Disabled

Rx Only
N/A
N/A
N/A
N/A
N/A
N/A
N/A
N/A
N/A
N/A

N/A

| Tags @

__cupsSiteAli...

__cupsSiteAli..

It is the utilization for all requested ports with the port number, port type, port speed, receive

(Rx) utilization percentage (network and stack ports), transmit (Tx) utilization percentage

(tool, hybrid, and stack ports), alarm threshold, and the last time the threshold was exceeded

on either the transmit or receive channel.
Set Port Utilization Thresholds

To set the Alarms for port utilization, do the following:

1. Select Ports > Ports > All Ports. Select Port ID of the port on which you want to set the
utilization threshold.

2. Click Edit to open the port editor.

Under Alarms, in the Utilization Threshold field, enter the percentage at which the
GigaVUE HC Series node logs an alarm for the port. By default, the thresholds are O,
which means disabled.
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NoTE: Network ports always use an Rx threshold. Tool ports always use Tx. Stack
ports and hybrid ports use both Rx and Tx, and the same threshold is used for
each. GigaSMART engine ports use high and low utilization threshold

percentage.

Alias
Comment
Port Role

¥ Parameters
Admin [ Enable
Type Network
Duplex O Fun (O Half
Auto Negotiation [] Enable
WLAM Tag
Egress Vlan Tag @) None Strip
Force Link Up [IEnable
Receive Only Enable
VXLAN ID & 0~ 16777215 0 is disabled
L2GREID @ 0 - 42804967205 0 is disabled
Header Stipping Protocol None

¥ Ports Discovery

HMetwork Discovery & [ Enable
Discovery Protocols All LLDP
Gigamon Discovery @ [enable
v Alarms
Buffer Threshold (%) Rx 0
Utilization Threshold (%) High o

Utilization Alarm/SNMP Trap Generation

Tx

cop

The GigaVUE H Series or GigaVUE TA Series node generates a utilization alarm each time the

configured threshold is exceeded for more than six consecutive seconds. Once the
percentage utilization falls below the configured threshold for at least six consecutive

seconds, a second alarm is generated to indicate that utilization has returned to normal.
Once utilization has returned to normal (six consecutive seconds below the threshold), a
new utilization alarm can be generated once the measured rate again remains above the

threshold for six consecutive seconds.
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Utilization alarms are written to syslog and forwarded to all SNMP management stations
configured as notification destinations. For SNMP traps to be generated, forwarded, and
displayed correctly in your SNMP management station, you must configure SNMP server
and notification destinations, enable SNMP notifications and events. Refer to the "Use
SNMP" section in the GigaVUE Administration Guide.

To generate an SNMP trap, you must first enable the required event for SNMP notifications
either on the device or on the GigaVUE-FM instance that manages the device. For
instructions about how to enable SNMP notification on a device, refer to the "Enable or
Disable Events for SNMP Notifications" section in the GigaVUE Administration Guide. For
instructions about how to enable SNMP notifications on the GigaVUE-FM that manages the
device, refer to the "SNMP Traps" section in the GigaVUE Administration Guide.

Configure Alarm Buffer Thresholds

Often network ports are utilized at rates below 50%. If several network ports are aggregated,
there is a risk of oversubscribing the tool ports. Alarm buffer thresholds are used to monitor
the congestion within the GigaVUE node caused by microbursts or by oversubscription of
tool ports.

The buffer usage on any port remains at zero until the maximum line rate of the port is
reached. When the usage crosses 100% either instantaneously, in the microburst case, or
prolonged, in the oversubscription case, there is congestion.

The internal buffer on the GigaVUE node can absorb a certain number of packet bursts.
During congestion, packets are buffered in the chassis and the buffer usage is reported on
the corresponding ports and in the corresponding direction: rx (ingress) and tx (egress).

Reporting the buffer usage provides a trend of how the microbursts are causing congestion,
so more tool ports can be added before packets are dropped. Buffer usage is measured in
intervals of 5 seconds. The peak buffer usage within a 5-second interval is reported.

When buffer usage is less than or equal to zero, there is no congestion, so no packets are
dropped due to buffer unavailability.

When buffer usage is greater than zero, there is congestion. When buffer usage is greater
than zero on any port in any direction, there is a chance that the packets (that caused the
buffer usage to increase) are dropped due to unavailable buffers. However, it is unlikely to
see packet drops due to buffer unavailability when the buffer usage on a port is less than 5%.

The buffer usage feature is supported on all ports and module types on the GigaVUE-HC3
and GigaVUE-HC2 (equipped with Control Card version 1 only).

To configure buffer thresholds, refer to Set Alarm Buffer Thresholds.
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Use the SNMP throttling functionality in GigaVUE-FM to reduce the flooding of SNMP traps.
For details, refer to the "'SNMP Throttling" section in the GigaVUE Administration Guide.

Set Alarm Buffer Thresholds

Use the Alarms section of the Ports configuration page to set rx (ingress) and tx (egress)
alarm buffer threshold on a port and utilization threshold. You can specify the alarm buffer
threshold in the rx and tx directions on network and stack type ports and in the tx direction
on tool type ports. By default, the threshold is set to O, which disables the threshold.

When a buffer usage threshold has exceeded its configured percentage, a message is
logged, and optionally, an SNMP trap is sent to all configured destinations.

The SNMP trap will be sent when a threshold is exceeded in any 5-second interval. Once the
trap is sent, there is a 30 second hold-off time before the trap is sent again.

For information about how to set SNMP traps, refer to the "Use SNMP" section in the

GigaVUE Administration Guide.

To set the alarm buffer threshold and the usage thresholds on a port do the following:
1. Select Ports > Ports > All Ports.Select the Port on the Ports page.

2. In the Alarms section of the Port configuration page, enter the Rx and Tx values for the
Buffer Threshold and the High and Low Values for the Utilization Threshold.

3. Click Save.
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Alias
Comment

Port Role

v Parameters

Admin O Enable
Type Netwark
Duplex OFull
Auto Negotiation [JEnable
VLAM Tag
Egress Vian Tag (@) None
Force Link Up ["1Enable
Receive Only Enable
WXLAN ID € 0-~16777215
L2GREID @ 0 ~ 4294967295
Header Stripping Protocol None

¥ Ports Discowvery
Network Discovery @ O Enable
Discovery Protocols All
Gigamon Discovery @ [ClEnable

~ Alarms
Buffer Threshold (%) Rx 0
Utilization Threshold (%) High 0

O Half

Strip

LLDP

0is disabled

0 is disabled

A microburst is a very intense traffic transmitted in a short period of time. It is a situation in
which a large amount of burst data is received in milliseconds, where the burst data rate is

much higher than the egress port's bandwidth.

For example, two 100Cb ingress ports transmit traffic to a 10Gb egress port at an average
rate of 1Gbps each. The aggregate bandwidth utilized will be 2Gbps (1Gbps x 2 network
ports), which is well within the bandwidth of the 10CGb egress port. However, if there is a

sudden spike in traffic from one of the ingress ports, that is, traffic is transmitted at a rate of
3.5Cbps in 4.5 milliseconds (as shown in the figure below), it is referred to as a microburst.
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One-millisecond average

Microburst
This microburst is 4.5 milliseconds
in duration and peaks at 3.5Gbps.

Data rate (Mbps)
P F § B BB B B

When the traffic is aggregated, packets are received at the egress port, usually from

multiple ingress ports, in parallel rather than one after another. This results in queuing of
packets. GigaVUE-OS devices have some amount of buffer to queue these packets. Each
port accesses this buffer dynamically, sharing this resource. This shared buffer is allocated to
individual ports based on threshold values. If a port's shared buffer usage reaches its
threshold value, the subsequent packets that the port receives will be dropped by the device
due to unavailability of buffer resources.

During microbursts, the port utilization will appear to be low, but packets will be dropped
and the 1foutPktDrops counter will continue to increment.

Following factors impact the packets drop rate:

» Intensity of the microburst traffic.
« Number of egress ports having microbursts at a given point in time.
» Buffer absorption capability of the GigaVUE-OS device.

Best Practices to Improve Burst Tolerance

Keep in mind the following best practices when you design your topology to improve burst
tolerance:

« If you have traffic flowing from a port with higher Gigabit to ports with lower Gigabit,
that is, from a 40Gb port to four 10Gb ports, and bursty traffic is expected, one of the
port can be internally modified into 4 x 25Gb and made as a hybrid port so the traffic
flows from a 40Gb port to a 25Gb port, and then to a 10Gb port. However, you must
create more than one map to implement this type of configuration. For more
information about Hybrid ports, refer to Work with Hybrid Ports.

« Increase the tool ports bandwidth by adding multiple tool ports to tool GigaStream so
that traffic is distributed across multiple ports, and thereby minimizes the risk of
microburst. Use the Advanced Hashing feature to select the hashing criteria. For more
information, refer to Advanced Hashing.
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« Ensure that the egress ports are spread across different logical ports so that the load
balancing and buffer utilization is effective. For example, you have a 40 Gb egress port
that is broken out in to four 10 Gb ports, ensure that two of the 10 Gb ports are in one
logical group and the remaining two 10 Gb ports are in another logical group. For
details about the logical grouping of ports, refer to Logical Grouping of Ports in
GigaVUE-HC3, GigaVUE-TAIT00, and GigaVUE-TA200.

» Ensure that both ingress and egress ports through which traffic is flowing into and out
of the network must be in the same logical group. Following table provides an example
of the ingress and egress ports mapping in GigaVUE-TAT00. For details about the
logical grouping of ports, refer to Logical Grouping of Ports in GigaVUE-HC3, GigaVUE-
TA100, and GigaVUE-TA200

Egress Port Ingress Port Logical Group
Cl1 C5 Group O
(G1°) Cl4 Group 1
c18 C23 Group 2
C25 C32 Group 4

Logical Grouping of Ports in GigaVUE-HC3, GigaVUE-TA100, and GigaVUE-TA200

The ports in GigaVUE-HC3, GigaVUE-TAT00, and GigaVUE-TA200 are grouped in to four
logical groups—Group O, Group 1, Group 2, and Group 3. You must ensure that the ingress
and egress ports are spread across these logical groups to improve burst tolerance.

» GigaVUE-HC3—The ports in slot 1 are logically grouped into Group O, ports in slot 2 into
Group 1, ports in slot 3 into Group 2, and ports in slot 4 into Group 3.

«» GigaVUE-TAI00—Following diagram illustrates the logical grouping of ports in
GigaVUE-TATOO:

C1 C3 0 C5 C7 7 co ci1lci3 cis5! F €29 €31
C2 ca | ce6 C8 1 C10c12 c14 ci6/fci8 €200 c22 c2af C30 C32

» GigaVUE-TA200—Following diagram illustrates the logical grouping in GigaVUE-TA200:
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€10} €12 c14

C37, . C39 1 CALf 43

c36) C38 ca4

Legend
C—>2) Logical Group 0
) Logical Group 1

Logical Group 2

C—>) Logical Group 3

Flexible Inline Arrangements

This chapter provides an overview about the flexible inline arrangements, the supported
platforms and software versions, the supported and unsupported functionalities, and
limitations. It also provides details about how to configure the flexible inline maps and how
to visualize the flexible inline arrangements canvas.

IMPORTANT: It is recommended to define inline configurations through GigaVUE-FM.
« Ifyou configure a flexible inline arrangement solution using the GigaVUE-OS CLI, you
cannot view or manage it using GigaVUE-FM.

« Ifyou modify a flexible inline arrangement solution using the GigaVUE-OS CLI, you
cannot view the changes in GigaVUE-FM.

NoTE: If your nodes and GigaVUE-FM instance are running software version 5.6.xx or
earlier, ensure that you add all the nodes to GigaVUE-FM, upgrade the GigaVUE-FM
to 5.8.xx, and then upgrade the nodes to 5.8.xx. This is to ensure that the flexible inline
maps added to the nodes before the upgrade are visible in the canvas in
GigaVUE-FM.Refer to the GigaVUE-OS Upgrade guide for details.

Refer to the following sections for details:

« About Flexible Inline Arrangements

« Benefits of Flexible Inline Arrangements

« About Flexible Inline Maps

« Flexible Inline Arrangements—Rules and Notes

« Visualize the Flexible Inline Arrangements Canvas
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« Configure Flexible Inline Flows
= Troubleshoot Flexible Inline Flows
» Backup and Restore Flexible Inline Flows

NoTE: Flexible inline arrangement is an advanced approach than the (Classic) Inline
Bypass Solutions . Classic Inline bypass functio